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ABSTRACT: Professors Polinsky and Che advocate “decoupling” what plaintiffs recover
from what defendants pay in damages, specifically arguing that lowering recovery and
raising damages (by appropriate amounts) delivers the same level of primary activity
deterrence with fewer filed suits. Professors Kahan and Tuckman extend Polinsky and
Che' s analysisto account for the effect of parties' litigation stakes on the cost of each filed
suit, provisionally concluding that Polinsky and Che' s basic argument remains intact. This
article reaches a different conclusion. We show that when the effect of litigation stakes on
litigation effort is more fully taken into account, lowering recovery and raising damages
may no longer improve socid welfare. In addition, we characterize the kinds of suitsin
which the optimal level of recovery is no less than the optimal level of damages. Of
rhetorical significance in the current policy debate, we find that such suits resemble the
negative picture of modern litigation invoked by some advocates of reduced recovery. Our
basic findings are robust to the possibility of out-of-court settlement, plaintiffs
employment of contingent fee lawyers, and alternative fee-shifting rules.
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Punitive damage awards have demonstrated remarkable staying power as a source of controversy
in scholarship, legidation, and the media. Y et, despite the persistent discord, most commentators
would agree that effective deterrence—a well-acknowledged purpose of punitive avards—
generaly requires that damages be something more than purely compensatory. Were injurers
always called to task for the harm they caused, compensatory damages would produce appropriate
deterrence. But not al harms are litigated, and not al deserving plaintiffswin. To deter idedlly,
therefore, damages must be more than compensatory to make up for their less-than-comprehensive
imposition.

What remains less clear is why plaintiffs should be the beneficiaries of this upward adjustment.
Plaintiffs may well be doing society’s work in bringing defendants to task for dangerous product
designs that put many at risk, or for commercial practices that threaten the smooth functioning of
markets. But what is the logical relationship between what is needed to inspire plaintiffs

appropriately to bring suit and what is needed to ensure that defendants fully internalize the costs

! Jeremy Bentham, The Theory of Legislation 325 (1931) and Gary Becker, Crime and Punishment: An Economic Approach, 76 J. Pol. Econ. 169
(1968).

The literature contains some important qualificationsto thisresult. Onewell -known qualification emphasizes the fact that the probability of
lighility isnot exogenous, but rather is affected by the defendant’ s primary activity action. In this case, grossng up compensatory damages by the
probability of detection at the socially desired level of care (to take an example from torts) will actually encourage the defendant to take too much
care. See, John E. Cafee & Richard Craswell, Some Effects of Uncertainty on Compliance with Legd Standards, 70 Va L. Rev. 965, 995 (1984); C.
Goetz, Cases and Materids on Law and Economics 299-303 (1984); Richard Craswell & John E. Calfee, Incentives to Comply with Uncertain Legal
Standards, J. L. Econ. & Org. (1986). Theoptimal (fixed) damages multiplier will depend on the relative dadticities of the probability of liability and
the amount of harm caused (both ca culated with respect to the defendant’ slevel of care). The optima multiplier may indeed be less than one, but
only when the probability of liability is significantly more elastic than the level of harm. (For example, if the probability that the defendant will be
heldliable even when he takes the socidly desired level of careis 10%, then the optimal damages multiplier will be lessthan one, only if the
probability of liability isninetimes more elagtic than thelevel of harm.) Furthermore, as Calfee and Craswell ae careful to point out, “ a variable
multiplier that multiplied each defendant's damages by one divided by that defendant's chance of being found liable would actudly give defendants
the correct incentives’ and the resulting damages multiplier would away s be greater than one. [emphasis added] Calfee and Craswell at 995 n69.

Explicitly accounting for the costs of litigation aso complicates the conventiona analysis as described in thisfirst paragraph of text. For example,
compensatory damagesmay not, i n fact, be socialy optima even in aworld in which defendants are dways liable for the harm they caused. On the
effects of accounting for costs (when damages equal recovery), see, eg., A. Mitchell Polinsky & Daniel Rubinfeld, The Welfare Implications of
Codly Litigation for the Level of Liability, 17 J. Legal Stud., 151-164 (1988).

For arecent, genera discussion of the law and economics of punitive damages, see A. Mitchell Polinsky & Steven Shavell, Punitive Damages: An
Economic Analysis, 111 Harv. L. Rev. 869 (1998).



that they impose on others? Why should we assume that the appropriate “bounty” for plaintiffsis
the same as the appropriate “fine” for the defendants?

In adeservedly influential paper, Professors Polinsky and Che make a powerful case for why
the award paid to plaintiffs should generaly be less than the liability imposed on defendants.?
They argue that whenever the plaintiff’s recovery equals the defendant’ s damages, the same level
of deterrence can be produced with lower social cost by simultaneoudly lowering recovery and
increasing damages, thus “decoupling” the two transfers. As depicted schematically in Figure 1,
lowering recovery reduces the number of cases filed, thus reducing both the socia costs of
litigation and deterrence. Increasing damages restores deterrence without increasing the number of

filings, and so without also restoring litigation costs.®

¢ v
7 more deterrence
Damages %
Recov U
3 4 glas deterrence; fewer suits

Figure 1: Schematic of Polinsky & Che Argument

As Professors Kahan and Tuckman have pointed out, however, Polinsky and Che' s anaysis

does not address an important part of the problem.* Polinsky and Che's prescription to reduce

2 A. Mitchell Polinsky and Y eon-K oo Che, “ Decoupling liability: optimal incentives for care and litigation,” 22 RAND J. Econ. 562 (1991). See
aso Hylton, Keith, “ Theinfluence of Litigation Costs on Deterrence Under Strict Liability and Under Negligence,” 10 Int. Rev. L & Econ. 161
(1990); Katz, Avery, “The Effect of Frivolous Lawsuits on the Settlement of Litigation,” 10 Int. Rev. L & Econ. 3 (1990); Polinsky, A. Mitchell,
“Detrebling versus Decoupling Antitrust Damages: Lessons fromthe Theory of Enforcement,” 74 Georgetown L. J. 1231 (1986); Polinsky, A.
Mitchell & Steven Shavell, “Legd Error, Litigation, and the Incentive to Obey the Law,” 5J. L., Econ. & Org. 99 (1989). Steve Sdop & Lawrence
White, “Economic Analysisof Private Antitrust Enforcement,” 74 Georgetown L. J. 1001 (1986). Polinsky and Che attribute the idea of decoupling
liability to Warren F. Schwartz, “ An Overview of the Economics of Antitrust Enforcement,” 68 Georgetown L. J. 1075, 1093 (1980).

® Importantly, thismaneuver—Iowering recovery while raising damages—is always socia welfareimproving in Polinsky and Che'smodd. Yet,
as Polinsky and Che explain, thisdoes not imply that optimal damages always exceed optimal recovery. Thisisbecause the maneuver isnot feesible
when damages are dready equd to al of the defendant’ s wedlth (which, in Polinsky and Che' s framework, is dways the case at asocia optimum).
For more on this point, see note23, infra. Given that actual damage levels do not often bankrupt defendants, it may befair to say that the practical
message of Polinsky and Che'sandysis for litigation reform is that recovery should be decreased and damages raised.

4 Marcel Kahan & Bruce Tuckman, Specia Levieson Punitive Damages: Decoupling, Agency Problems, and Litigation Expenditures, 15 Int. Rev.
L. & Econ. 175 (1995). Kahan and Tuckman aso extend Polinsky and Che'sandlysis by considering the effect of agency problems between lawyer
and client. See, e.g., Id.[Proposition 2]. We consider one such agency problem in Section VA.



recovery and increase damages considers the effect of this policy change on the number of suits
filed, but not the effect on how filed suits proceed. Which lawyer a party retains; how many
billable hours are authorized; whom the party hires as an expert;®> whom the party hiresasan
investigator; how many witnesses she deposes,® and for how long; how many documents and
things she requests for inspection; * how prepared she is to resist such requests from the other side;®
and how carefully she inspects what she does receive—all of these decisions affect both the social
cost and the deterrent force of litigation, independently of the number of filed suits. Moreover, al
of these decisions are likely to be sengitive to the parties’ stakes in the case. According to one
study, “higher stakes are associated with significantly higher total lawyer work hours, significantly
higher lawyer work hours on discovery, and significantly longer time to disposition.”®
Specificdly, median tota lawyer work hours were more than two and a half times larger for cases
with monetary stakes over $500,000 than for cases with monetary stakes $500,000 or less, while
mean total lawyer work hours were amost four times larger.*°

Thus, Kahan and Tuckman do much to advance our understanding of the benefits of
decoupling smply by broadening the scope of the analysis to include not just changesin filings,

but also changes in how “infra- margina suits’ proceed. In the end, however, Kahan and Tuckman

provisionaly conclude that such infraamarginal effects do not fundamentally alter Polinsky and

® See, eg., Fed. R. Evid. 702 [“ Testimony of Experts’]; Fed. R. Civ. Pro. 26(a)(2) [ General Provisions Governing Discovery; Duty of
Disclosure,” “Disclosure of Expert Testimony”], and 26(b)(4) [“ Tria Preparation: Experts’].

® Seg, eg., Fed. R. Civ. Pro. 30 (“Depositions upon Oral Questions’). Notethat Fed. R. Civ. Pro. 30(a)(1)(A), 30(d)(2) limit the number and
duration of depositions absent stipulation of the parties or express authorization by the court. Furthermore, Fed. R. Civ. Pro. 26(b)(2) grants the court
broad authority to impose discovery limits.

7 See, eg., Fed. R. Civ. Pro. 34 (“Production of Documents and Things and Entry Upon Land for Inspect ion and Other Purposes;” for parties) and
45 (“ Subpoena;” for nonparties).

% See, eg., Fed. R. Civ. Pro. 26(c) [“Genera Provisions Governing Discovery; Duty of Disclosure” “Protective orders’].

® James S. Kakdik, Deborah R. Hender, Danid McCaffrey, M arian Oshiro, NicholasM. Pace, and Mary E. Vaiana, Discovery Management:
Further Analysis of the Civil Justice Reform Act Evauation Data, 39 B.C. L. Rev 613, 638 (1998) (“ Second study”) ; James S. Kakalik, Terence
Dunworth, Laura A. Hill, Daniel McCaffrey, Marian Oshiro, Nicholas M. Pace, and Mary E. Vaiana, An Evauation of Judicial Case Management
Under the Civil Justice Reform Act, RAND, MR-802-1CJ (1996).

10 Katalik et d., Second Study, at 648 (Table 2.8). These results concern only cases closing in nine or more months after filing.

Another empirical study using independent data found that that “the size of the monetary stakesin the case had the strongest relationship to total
litigation costs of any of the case characteristicswe studied.” Thomas E. Willging, Donna Stienstra, John Shapard & Dean Miletich, An Empirical
Study of Discovery and Disclosure Practice Under the 1993 Federal Rule Amendments, 39 BC L Rev 525, 527, 532 (1998). This study also found



Che's basic argument for decoupling.** This article reaches a different conclusion. We show that
when infra-marginal suit effects are fully accounted for, the policy maneuver by which Polinsky
and Che prove the benefits of decoupling—Ilowering recovery and raising damages—may no
longer be welfare-improving.*? In addition, we characterize the kinds of suits in which the optimal
level of recovery is no less than the optimal level of damages. Ironically—and of some rhetorical
significance in the current policy debate—we find that this class of cases bears a strong
resemblance to the negative prototype of litigation invoked by some advocates of reduced
recovery.

Our conclusions about the welfare implications of Polinsky and Che's maneuver differ from
those of Kahan and Tuckman because we consider the infra- marginal effects of both decreasing
recovery and increasing damages, while Kahan and Tuckman focus only on the infra-margina
effect of decreasing recovery.'® AsKahan and Tuckman rightly argue, the infra- marginal effect of
decreasing recovery, taken alone, merely amplifies the effects considered by Polinsky and Che.
When recovery is reduced, both litigation costs and deterrence still fall—now, not just because
there are fewer suits, but also because plaintiffs who still file suit pursue their cases less
vigoroudy.* Thisis shown in Figure 2, which adds to Figure 1 the infra-marginal effects of

decreasing recovery (in capital |etters).

that “the stakes in the litigation were postively correlated with the length of the case: the higher the stakes, the longer the case lasted.” 1d. at 533.
Notethat this study has arather specia definition of “stakes.” Seeld. n36.

M 1d. at 180 (“Wefind that in the absence of agency problemsin the plaintiff-lawyer relationship, special levies(i.e., the reduction of recovery]
reduce litigation costs and the expected award payable by the defendant in the case of tria. To that extent, specid levies combined with increased
awards could be usedto reduce litigation costs while maintaining deterrence, as suggested by Polinsky and Che.”).

12 Professor Kamar offers another reason why decoupling may not be welfare improving. Ehud Kamar, “ Shareholder Litigation Under
Indeterminate Corporate Law,” 66 U Chi L Rev 887 (1999). (Arguing that the frequent enforcement and low sanctions regime crested by
indemnification of corporate fiduciaries by the shareholders that sue them can actualy be beneficia in that it increaseslitigation and so reduces legal
uncertainty and is preferable to high sanctions and low enforcement for risk -aversefiduciaries).

More recently, Professors Daughety and Reinganum have provided an extensive (mostly) positive analysis of the effect on asymmetric-information
settlement bargaining of forcing plaintiffsto “split” part of their punitive damages award with the state. Daughety and Reinganum find that split
award gtatutes generally lead to more frequent settlement at lower amounts. Andrew Daughety and Jennifer Reinganum, “Found M oney? Split Award
Statutes and Settlement of Punitive Damages Cases,” (2001), available at www.ssrn.com.

13 Seg, eg., Id. a 179 [Proposition 1.

14 The discussion in thisintroduction, like K ahan and Tuckman'sformal analysis, considers only the direct eff ects of changesin litigation stakes.
Thus, the direct effect of decreasing recovery on the plaintiff’ slitigation effort isanalyzed. But the secondorder “crosseffect” on the defendant’s
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Figure 2: Adding the infra-marginal effect of decreasing recovery

In contrast to the effect of decreasing recovery, the effect of increasing damages changes
significantly when infraamarginal effects are taken into account. Recall that in Polinsky and Che's
framework, increasing damages costlessly restores the deterrence lost from decreasing recovery, as
depicted in the top half of Figure 1. But when infra-marginal effects are accounted for, raising the
stakes for defendants will cause them to devote more resources to their defense, and this will
increase the cost of each filed suit. Thus, although it will still be true that increasing damages
increases the deterrent force of infra- margina suits, such suits will now also be more expensive.
Moreover, defendants' response to increased stakes will feed back into plaintiffs filing decisions.
Filing suit will now be less attractive for potential plaintiffs, since they will now face more fervert
opposition from defendants. The consequent reduction in filings will act to lower both deterrence
and litigation costs. Figure 3 adds both this filing effect and the direct infra- marginal effect of

increasing damages to Figure 2.

litigation effort of this changein the plaintiff’ slitigation efort is not considered—and so isimplicitly assumed not to be decisivein the andysis. Our
forma analysis does dlow for crosseffects. For more on this see note22 and Sectionll1.D.
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Figure 3: Adding the infra-marginal effect of increasing damages

AsFigure 3 indicates, if we account for the impact on both filings and infra-marginal suits,
increasing damages has an ambiguous effect on both deterrence and social cost. This ambiguity, in
turn, makes it impossible to conclude that the full maneuver advocated by Polinsky and Che—the
reduction in recovery aong with the increase in damages—is welfare improving.

In fact, it is easy to devise plausible examples in which decreasing recovery and increasing
damages, so as to keep deterrence constant, actually increases social costs, thus decreasing overall
socia welfare. Suppose, for instance, that the effect on infra- marginal suits dominates the effect
on the number of filingsin the social welfare equation. In that case, Figure 3 effectively reduces to
Figure4. Raising damages increases both deterrence and litigation costs, as infra-marginal
defendants have more to lose and react by lodging a more vigorous defense. Inversaly, reducing
recovery decreases both deterrence and litigation costs, as infra- margina plaintiffs pursue their
complaints with lessintensity. Imagine, then, that the increase in litigation costs from raising
damages (by enough to maintain deterrence) overwhelms the litigation cost savings from the initial
reduction in recovery. If so, the system will be producing the same amount of deterrence at greater
litigation cost, not less, and Polinsky and Che's maneuver will be welfare reducing, rather than

welfare improving.
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Figure 4: When infra-marginal effects dominate

Thus, lowering recovery and raising damages need not be welfare improving when the full
effect of litigation stakes on litigation effort is explicitly taken into account. Given indications in
the data that the manner in which filed suits proceed is at least as important as how many suits are
filed, thisfinding by itself is of some practical import. But the article goes beyond this cautionary
“possibility result” to characterize the kinds of casesin which optimal recovery will be no less than
optimal damages.®® This characterization turns out to be particularly relevant to the current policy
debate, because the argument against reducing recovery and raising damagesis strongest in
precisely the kind of case that seems to motivate litigation reform—including various forms of
decoupling.'® In particular, the argument for allowing plaintiffs to keep all of what defendants lose
is most compelling in high-stakes suits (e.g., those involving product liability, toxic torts, or
deceptive commercia practices) with deep-pockets defendants (e.g., large corporations),
unpredictable juries, and contingent-fee plaintiff lawyers.

That raising damages and lowering recovery is unlikely to be welfare improving in high-stakes

auitsis fairly intuitive. Focus again on the scerario laid out in our discussion of Figure 4, wherein

15 One byproduct of our analysisisto show that optimal damages will not in general equal al of defendant’ s wealth when we account for the effect
of litigation stakes on litigation effort. See note3, supra. Thisfinding can be added tothe literature’ slist of reasons why the (unnuanced)
interpretation of Becker’sfamous result (supranote 1)}—that increasing fines and lowering the probability of detection is aways welfare improving—
does not hold in the general case. See, eg., A. Mitchell Polinsky & Steven Shavell, The Optima Tradeoff between the Probability and Magnitude of
Fines, 69 Am. Econ. Rev. 880, 883 (1979).

%8 |n Indiana, for example, punitive damages may be as high as three times compensatory damages, but plaintiffs receive only 25% of such
damages, the rest going to afund for violent crimevictims. For asummary of various state laws that reduce the plaintiff’ s award, see Daughety and



damages are increased to restore the deterrence lost by decreasing recovery, and wherein infra-
margina effects dominate. The key to our analysisis the recognition that when litigation stakes
are high, the positive impact on deterrence of increasing damages is much smaller than the
negative impact on deterrence of reducing recovery. Increasing damages by one dollar increases
the defendant’ s expected trial losses—and so deterrence—by the chance that the defendant will
have to pay that additional dollar. If, for example, the chance that the defendant loses the suit is
50%, then each dollar increase in damages increases deterrence by fifty cents. Reducing recovery,
on the other hand, reduces the defendant’ s expected trial losses via reducing the plaintiff’s
litigation effort and thereby a so reducing the probability that the defendant will be held liable.
The impact of this change on the defendant’ s expected trial 1osses depends on what is at stake for
the defendant. If the defendant stands to lose only $50, then a percentage point decrease in the
chance of liability decreases the defendant’ s expected losses by only fifty cents. On the other
hand, if the stakes are high for the defendant, say $5,000,000, then a percentage point decrease in
the chance of liability decreases the defendant’ s expected trial loss by $50,000.  Thus, the
reduction in deterrence from reducing recovery by one dollar is leveraged by the defendant’ s stakes
in the case and will tend to be large when those stakes are high. In contragt, the increaseiin
deterrence from increasing damages by one dollar is essentialy independent of the stakes of the
case and will be afraction of that dollar corresponding to the defendant’ s chance of being held
liable. Asaconsequence, executing Polinsky and Che' s deterrence-maintaining maneuver in a
high-stakes suit requires raising damages by much more than recovery isreduced. Theresult is
that the additiona litigation cost from raising damages—due to the defendant’ s stepped-up

defense—is likely to overwhelm the cost savings from reducing recovery—due to the plaintiff’s

Reinganum, supranote __at __; Kahan and Tuckman, supranote4 at 175 nl. For adiscussion of the law governing theimposition of punitive



stepped-down prosecution. In the end, reducing recovery, and then raising damages to restore the
lost deterrence, will increase, not decrease system costs.

In generd terms, when the stakes are high for defendants, recovery is a more efficient provider
of infraamarginal deterrence than is damages. To reduce recovery and increase damages so asto
keep deterrence constant is to substitute the less-efficient producer of infra-margina deterrence for
the more-efficient producer. Where infra- marginal effects are important, thisis unlikely to
improve social welfare.

Aswe show in the formal anaysis to follow, this basic point—that recovery tends to be amore
efficient “deterrer” in high -stakes suits—is strikingly robust. The argument againgt raising
damages and lowering recovery is even stronger in a setting in which plaintiffs lawyers are paid
on a contingent fee basis and in which most cases settle out of court. Moreover, the point holds
under both the American rule—whereby parties pay their own costs—and the British rule—
whereby the loser pays both sides’ costs.

The rest of the paper is organized asfollows. Sections|| and I11 present the basic model and
results, while Section 111 provides some illustrative examples. Important variations on the basic
model are considered in Section V. A technical appendix houses the formal statements of all

results along with their mathematical proofs.

1. THE BASIC MODEL

The mode consists of a population of (potential) defendants, who make primary activity choices; a
population of (potential) plaintiffs, who decide whether to sue; and three sequentialy contingent

phases; the primary activity, the plaintiff’s filing decision, and the trial.>” At trial, both parties

damages—which, of course, increases the defendant’ s sanction—see generally Ghiardi & Kircher, Punitive Damages Law and Practice (1996).
" We consider settlement in Section V.B.



choose how much costly evidence to produce. We describe the three phases of the model in

reverse order with the aid of Figure 5

Defendant

Refrains

Files Suit Does rot File
Trial
Ewidence
production
game
Flaintiff Diefendant
Wins Wing

Figure 5: The phases of the model

A. Trial

Each trial matches a particular plaintiff with a particular defendant. The plaintiff produces the

quantity x 3 Oof evidence, the defendant, y 3 0. The net weight of the evidenceis x- y. The
fact- finder observes the evidence with error. Its perception of the evidenceis x- y+e, wherethe

error term e has cumulative distribution F with density /. Plaintiff winsif the fact-finder's

perception of the evidence favors her case. Thus, the probability of plaintiff victory is:

10
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If the plaintiff wins, the defendant pays damagesof D to the court and the plaintiff receives
recovery of R. Recovery and damages are independent policy variables in the social welfare
problem. Damages cannot exceed the defendant’ s wealth 7.

The plaintiff’s evidence costs are & + ¢(x) , where £ 3 O represents a separately notated fixed-
cost component. (Asin Polinsky and Che's modd, this fixed-cost componert varies across
potential plaintiffs, as described below.) We assumethat ¢¢>0 and ¢€>0. Similarly, the
defendant bears evidence production costs of V( y) , Where V¢>0 and V&> 0. (Any fixed-cost
component in the defendant’ s evidence cost function is not separately notated.) According to our
assumptions on evidence cost derivatives, the cost to each party of tilting the evidentiary balance
onetick in that party’s favor isincreasing in the amount of evidence that that party already has on
the scale. The first few units of evidentiary weight are low hanging fruit, and the cost of additional
evidentiary weight is ever greater as the party must look ever higher in the tree.

We assume that both parties are risk neutral. Thus the plaintiff chooses evidence x 3 0 to
maximize expected litigation payoffs p(x,y)R - ¢(x)- k, while the defendant chooses y 3 0 to
minimize expected litigation losses p(x,y)D +V(y) . Inequilibrium, the following first and
second order conditions must be satisfied:

pR-c¢=0and p D+VE=0

pxxR' c®E£ 0 and p”_D+V¢3 0.

11



B. Plaintiff’s Filing Decision

Each plaintiff decides whether to file suit based on whether she expects litigation to be a profitable
venture. In deciding whether to file suit, each plaintiff knows her own evidence costs, including
her fixed cost k. The plaintiff may be required to pay afiling fee K, athird social policy variablein
addition to R and D. Thus, the plaintiff files suit if and only if

pR-c-k- K30ork£EpR-c-K
where p and ¢ are determined by the expected equilibrium at tria, which isin turn determined by

Rand D. Thus, writing k(D ,R K)° pR- c- K for the marginal filer, the plaintiff files suit

whenever k £1€.

C. Defendant’s Primary Activity Choice

Each defendant in a population of defendants decides whether to engage in a particular activity that
may cause harm to others. A defendant’s net private benefit from engaging in the activity
(“acting”) is b 3 0, where b isdistributed among the population of defendants according to the
cumulative distribution J withdensity ;. If the defendant acts, harm of 4 >0 isinflicted on one
plaintiff drawn at random from the plaintiff population. In particular, the fixed evidence cost
component & of the plaintiff is drawn from the cumulative distribution G and density g. This
plaintiff then decides whether to file suit against the defendant, as described above. If the
defendant refrains from engaging in the harmful activity (“refrains’), thereis no harm and no
litigation.

Each defendant makes his primary activity decision knowing his own private benefits and the

distribution G of potentia plaintiffs costs, and predicting the expected equilibrium in evidence



production at trial. Thus, the defendant chooses to act, if and only if the private benefits from

acting exceed the expected loss from litigation, including evidence costs:

b3 G(k)(pD+V).

—_— .
chance of ~ expected trial
being sued, |0$, if sued
if act

It will be convenient to define per suit deterrence D° pD+V and all-in deterrence W° G (lg ) D.

In this notation, the defendant acts if and only if b 3 W. Note that per suit deterrence depends on

D and R whereas all-in deterrence dependson D, R, and K. 8

D. Social Welfare Problem

The social cost arising from the primary activity is

¥

O(#-b)jb)db. (1)

b=wW

integration over acting defendants

The expected social cost of litigationis

k

(1- (W) 5(k +c+V)g (k) dk . )

k=0

acting cost of each suit

defendants

integration over filed suits
The socially optimal configuration of R, D, and K is that which minimizes all-in social cost, the

sum of (1) and (2).

'8 Some notes on the generdlity of thisstructure: First, the model appliesto any primary activity choice that generates externalities. For example,
inatorts setting, we can think of “acting” as*acting negligently,” and “refraining” as acting with due care. Or we could think of “acting,” rather than
“refraining,” as engaging in agiven activity a ahigh leve, rather than alow level. Secondly, our dua assumption that thereis no litigation inthe
absence of harm and no harm when the defendant refrains smplifies the modeling without changing the basic results. Our main conclusionshold as
long as defendants are more likely to be sued when they act than when they do not. Thirdly, our assumptio n that recovery and damages are scdlars
follows Polinsky and Che smodd, and is, again, merely smplifying. Werethelevel of damages and recovery afunction of the evidence, our basic
resultswould still pertain. Fourthly, our modeling task is dso greatly smplified by having plaintiffs differ by only the fixed component of evidence
codts. Asaresult of thisassumption, al plaintiffswill face the same evidence choice problem because their fixed cost differences do not affect their
margind evidence costs. Thus, al filed caseswill bethe samein terms of evidence production and the probability of plaintiff victory. Furthermore,
even with significant cross-effects, the set of filing plaintiffswill have athreshold structure: dl plaintiffs with cost parameters below some level will
file, al with cost parameters above thislevel will not. Using an dternative specification, even one assmple as k(x), Sgnificantly complicatesthe
andysis. For example, with significant cross-effects, it is not necessarily true that the set of filing plaintiffs has athreshold structure when plaintiffs
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[1l.  ANALYSISOF THE BASIC M ODEL

A. Separating the number of suits from the cost and deterrent force of each suit

When changes in litigation effort are drawn into the analysis of decoupling, it becomes important
whether any reduction in plaintiffs: expected litigation winnings is imposed upfront—Ilike a ticket
price for playing the “litigation lottery” —or on the backend, as atax on recovery.® While upfront
charges discourage some plaintiffs from filing, they act like “lump-sum taxes’” with respect to how
plaintiffs behave in suits that are filed. As such, upfront fees will not significantly dampen
plaintiffs fervor in prosecuting the suits they choose to file.?® On the other hand, reducing
backend winnings in an effort to reduce the number of filings will aso significantly affect how
filed suits proceed, as plaintiffs dedicate fewer resources to the case.

A corollary to this point is that when upfront fees, like K, aso are a policy variable, the job of
controlling the number of suits should be fully delegated to such fees, while damages and recovery
(i.e., the plaintiff’ strial outcome-dependent winnings) should be fully determined by their effect on
the cost and deterrent force of infra-marginal suits. To see why, imagine setting recovery and
damages in away that did not produce the resulting per suit deterrence at lowest possible per suit
cost. We might be concerned that altering recovery and damages to provide per suit deterrence at
lower per suit cost would ater the number of filed suitsin such away that the net effect on social
welfare was negative. But when upfront fees are a policy instrument, this concern is not justified.
As we adjust recovery and damages to make each filed suit a more efficient provider of deterrent

force, we can simultaneoudly adjust plaintiffs upfront fee to cancel out any negative effect that

costshavetheform kc(x). In other words, it is possible with thisform of coststhat a higher & plaintiff will file, while alower k£ will not. This
i rregularity would, nevertheless, be diminated were cross effects not dominant.

¥ Theimportant aspect of these feesisnot their timing per se, but the fact that they are not contingent on the outcome of the suit. Under current
law, plaintiffsdo pay “filing fees” but these are usually negligible.
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changes in recovery and damages might have on the number of suitsfiled. Thisideais captured
formally in the following result:
PROPOSITION 1: At the socially optimal levels of recovery, damages and the filing fee, recovery
and damages provide their level of per suit deterrence at the lowest possible per suit cost.
We will, therefore, focus our attention on the problem of providing per suit deterrence at lowest per
suit cost. However, as shown in Section V.C, our analysis accommodates not only the case where

filing fees can be suitably adjusted, as in Proposition 1, but also the case in which filing fees are

not suitably adjustable and infra-marginal effects dominate.

B. The marginal deterrence cost of recovery and damages

Crucia to the problem of providing per suit deterrence at minimal per suit cost is the concept of
marginal (per suit) deterrence cost as applied to both recovery and damages. Given current levels
of recovery and damages as well asthe parties’ implied evidence production choices, we may ask:
how much more in per suit costs would we have to incur in order to produce one more unit of per
suit deterrence by changing R? We can answer this question by differentiating both per suit costs

¢ +V and per suit deterrence pD +V by R and then considering the ratio of the former derivative
over the latter. A margina increasein R will increase per suit cost by ¢, +V&,,** and per suit
deterrenceby p Dx, + ( p,D +V¢1) yx- Using the defendant’ s first order condition ( p, D +V¢=0)

to simplify the derivative of per suit deterrence, and taking the ratio of the two derivatives yields

ck, +V§,

MDC, °
p xDxR

20 Note, however, that wealth effects from upfront fees—viawealth constraints or changesin the marginal utility of “income’—may havean
impact on the plaintiff’ slitigation effort.
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Similarly, increasing D will increase per suit cost by ¢®&, +\W,, , and per suit deterrence by
p.Dx, +(p,D +VQ y, +p. Notice the additional term p in the derivate of per suit deterrence.

This term reflects the direct effect of increasing D on the defendant’ s expected losses. Again using

the defendant’ s first order condition ( p, D +V¢=0) to simplify the derivative of per suit
deterrence, we obtain the ratio

mpc, o Fo VB
. .
p + pyD'xD

The next proposition establishes that the marginal deterrence costs of recovery and damages
must be equal at an interior social optimum. To see why, imagine that each additional unit of per
suit deterrence costs $1 when additiona deterrence is provided by increasing R, and $2 when
additional deterrence is provided by increasing D. Then, decreasing D saves $2 in litigation costs
per suit and the lost unit of deterrence can be made up by increasing R at a cost of $1, with the
result that per suit deterrence remains constant while per suit costs fall by one dollar. (And in the
spirit of Proposition 1, any effect on the number of suitsfiled can then be “ sterilized” by adjusting
the filing fee))

PROPOSITION 2: At the optimal levels of recovery, damages and the filing fee, the marginal
deterrence cost of recovery must equal that of damages.

Proposition 2 will enable us to make statements about the relative sizes of optimal R and D. In
particular, our strategy will be to identify aregion of the parameter space on which damages

marginal deterrence cost MDC,, strictly exceedsthat of recovery MDC, , whenever it is the case

21 Thenotation“ X r» forexample, denotesthe derivative of the plaintiff’s choice of evidence production in recovery.
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that R£ D. Given Proposition 2, thiswill imply that the social optimum over this region of the

parameter space cannot entail R£ D.

C. Upper bound on the marginal deterrence cost of recovery

The next proposition shows that the marginal deterrence cost of recovery is never more than $1

above the value of theratio £. Thisholds for all error distributions /'and without regard to the size

of the stakes, R and D. Theresult impliesthat the margina deterrence cost of recovery is never

morethan $2when RE DU ££1.
The intuition for this result can be gleaned by assuming that cross-effects in the parties

evidence choices are negligible (i.e., y,,x, »0). (Theresult itself does not depend on this

assumption.) In this case, the marginal deterrence cost of recovery <47 reducesto

c®, _ p.Rx, _R
prxR prxR D

MDC, =

where we have substituted from the plaintiff’s first order condition p R - ¢¢=0. Therefore, when

recovery is no less than damages, each additional dollar of per suit deterrence generated by
increasing recovery increases per suit costs by no more than one dollar.
Why isthis so? When the plaintiff is producing her privately optimal amount of evidence,

increasing R has the same marginal effect on the plaintiff’s costs as on her expected winnings
(p.R = cl)—otherwise she could improve her situation by producing more or less evidence.

Furthermore, when R £ D, the marginal effect on the plaintiff’s expected winnings of the
plaintiff’s additional evidence production by the plaintiff is less than the marginal effect on the

defendant’s expected loss (p D 2 p_R). By transtivity, therefore, increasing recovery increases
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the plaintiff’s evidence costs by less than it increases the defendant’ s expected loss. The increase

in the defendant’ s expected loss is, in turn, the increase in per suit deterrence.

PROPOSITION 3. The marginal deterrence cost of recovery is never more than £+1.

D. Damages’ marginal deterrence cost in high-stakes, deep-pockets suits with error-prone juries

Definitive statements about the margina deterrence cost of damages require additional
assumptions. In this section we show that if the fact-finder is sufficiently error prone, defendants
have sufficiently deep pockets, and damages are sufficiently large, then the margina deterrence
cost of damages will also be large.

To gain intuition, consider again the case in which cross-effects are negligible (x,,y, » 0). In

cbp Vo
ptp Dxp

this case, the margina deterrence costs of damages reducesto

MDC, = Vo,
p

Giventhat p £1, the margina deterrence cost for damages will be greater than V&, . As D grows
ever larger, the defendant presents more and more evidence y. The marginal cost of evidence for
the defendart, V¢, grows accordingly as each additiona unit of evidentiary weight from
defendant—inspired by his increased stakes—costs more than the last. Therefore, assuming that
the defendant’ s responsiveness to greater stakes y,, does not decay too quickly as D increases (it
may, in fact, grow), V&, will grow without bound.

Absent the hypothesis that cross-effects are small, definitive results on the size of damages
marginal deterrence cost are elusive. Indeed, when one parties' evidence production has a strong

impact on the other’ s optimal evidence choice (as opposed to his expected tria payoffs), almost
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anything can happer—a common phenomenon in the analysis of Nash equilibrium comparative
statics.?

Cross-effects are relatively insignificant when the fact- finder is prone to error in interpreting
the evidence. One party’s evidence production affects the other’s optimal choice via changesin
the marginal probability of plaintiff victory (as opposed to the probability of victory itself). For
example, more evidence from the plaintiff would inspire the defendant to present less evidence, if
the plaintiff’s additional evidence dampened the marginal (negative) impact of the defendant’s
evidernce on the probability of plaintiff victory. Thus, cross-effects operate through the cross-

derivative of the probability of plaintiff victory

_ ﬂz(l- F(y- x))
Py Tty ,

which, in turn, equals the derivative f¢ of the density of fact-finder error e. When the fact-finder

tends to correctly perceive the evidence, the density f of error e will peak relatively sharply at zero,
anditsdope f'¢ will berdatively steep on either side of zero. On the other hand, when the fact-
finder often misperceives the true weight of the error, the error density will be relatively flat and its
dope will remain relatively closeto zero. When the density’ s dope remains close to zero, so do
cross-effects. achange in one party’ s evidence production has little effect on the slope of the error
density, and o little effect on the marginal benefits of additional evidence production for the other
sde.

PROPOSITION 4: The marginal deterrence cost of damages can be made arbitrarily large by

ensuring that damages and the defendant’s wealth are sufficiently large and the fact-finder’s
perception of evidentiary weight is sufficiently error-prone.

22 K ghan and Tuckman assume that cross-ffects are zero. Polinsky and Che do not encounter theissue of cross effectsin evidence production.
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E. Optimal recovery no less than optimal damages in high-stakes, deep-pockets suits with error-

prone juries

Proposition 4 implies that the margina deterrence cost of damages will strictly exceed 2 if the
defendant has deep pockets, the stakes are high, and the fact finder is error-prone. Proposition 3
implies that the marginal deterrence cost of recovery is never morethan 2when R£ D. And
Proposition 2 tells us that we cannot be a socia optimum if the margina deterrence cost of
damages is gtrictly greater than the marginal deterrence cost of recovery. Combining these
findings yields our main characterization result.

PROPOSITION 5: Suppose that the defendant’s wealth is sufficiently large and the fact-finder’s

perception of evidentiary weight is sufficiently error prone. Then, if optimal damages are

sufficiently large, optimal recovery is no less than optimal damages.”

Findly, we provide conditions on primitives under which optimal recovery would be no less
than optimal damages. In particular, we show that when harm/ is large (as when defendant is
designing a product for mass distribution, or is handling large quantities of toxic waste), optimal

recovery will not be less than optima damages.

23 Proposition 5 and Proposition 6 below should be carefully contrasted with asimilar possibility that arisesin Polinsky and Che'smodel. Even
though lowering recovery while raisng damagesis always socia welfare improving in Polinsky and Che's framework, this does not imply that
optimal damages alway's exceed optimal recovery in their model. Polinsky and Che, supranote 2 at 563 (“asthelevel of harm becomeslarge, suits
become morevaluable, and it isoptimal to continueto raisethe award to the plaintiff. Inthiscase, the optimal award to the plaintiff may exceed the
optima payment by the defendant.” )

However, in Polinsky and Che’' s mode, the possibility that optimal recovery will exceed optimal damagesis entirely aresult of the fact that the
defendant’ s wealth constraint always binds at asocial optimum. 1d. at 563 (“In the optimal system of decoupled liability the defendant’s payment is
ashigh aspossible.”), 566 (“As [harm] tendsto infinity, the value of taking additiona care to reduce the probability of an accident increases without
bound. Since [optimal damages] equal [the defendant’s wealth], the only way to induce the defendant to take more careis by raising [recovery] so
that he will be sued with a higher probability if an accident occurs. Therefore, as[harm] tendsto infinity, [optimal recovery] must also tend to
infinity, showing that for [harm] sufficiently large, [optimal recovery is strictly grester than optimal damages].” [emphasis added])

Thefact that the defendant’ s wedlth constraint away's binds at an optimum in Polinsky and Che' s framework is, inturn, aresult of the fact that
Polinsky and Che do not account for the per suit cost impact of increasing damages. In their model, increasing damages is aways a cost-free means of
increasing deterrence that can be profitably substituted for the costly production of deterrence viarecovery. Inour model, in contrast, optimal
recovery may be more than damages even when damages do not equd al of the def endant’ swealth. Indeed, optimal damagestypically will not equal
al of the defendant’ swealth.

Thisdigtinction isimportant for lega policy, because damages rarely equal al of the defendant’ swedlth in practice. Rather, the policy debate takes
placein arange where damages could be feasibly increased, and the debate concerns whether various incrementa changes would be welfare
improving. Inthisrange, our mode’ s prescriptions are very different from those of the Polinsky and Che modedl.
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PROPOSITION 6: Suppose that the defendant’s wealth is sufficiently large and the fact-finder’s
perception of evidentiary weight is sufficiently error-prone. Suppose also that the harm from
defendant’s primary activity is sufficiently large. Then optimal recovery is no less than optimal
damages.

V. NUMERICAL EXAMPLES

This section serves the dua purpose of numericaly illustrating the operation of our model and also
establishing that the characterization results recited above obtain over an interesting and policy-

relevant region of the model’ s parameter space.

A. Functional form assumptions

We impose severa functional form assumptions on the model presented above so that we can
numerically calculate optima damages and recovery. First, we assume that fact-finder error e is

distributed according to the truncated normal distribution with mean zero, variance parameter s 2,

and range [g,é] . Thus,

N

f(e) :e_e—
o

-
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Next, we assume that the parties’ evidence cost functions are c(x) =ax” and V(y) =b y*, where
thescdars a and b alow usto separately vary the parties margina costs of evidence production.

Note that the defendant’ s evidence costs satisfy the assumption imposed in the last section.
Asisjustified by Proposition 1, we examine the problem of providing agiven level of per suit
deterrence at the least per suit cost. However, unlike the analysis so far, we impose an additional

budget constraint on transfers. Recovery paid out from the court to a winning plaintiff may not
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exceed damages paid in by the losing defendant: R £ D . (Section V.D discusses budget constraints

in more detail.)

B. Central Case

Figure 1 represents our central case wherein evidence costs are symmetric (a = b =1/2) and

variance isrelatively high. The horizontal axes in dl the panels measure the required level of
deterrence (D). The upper left panel presents the graphs of optimal damages and recovery. We
can clearly see that when the level of deterrence is sufficiently high, optima recovery is no less
than optimal damages. The upper right panel shows the respective amounts of evidence presented
by both sides. Due to the symmetry of evidence cost, when damages equals recovery, as it does for
large required levels of deterrence, both sides present the same amount of evidence to the court.
Thisimplies that the probability of plaintiff’s winning will be at 50%, as shown in the lower |eft
pand. Lastly, the lower right panel shows the defendant’ s expected loss and the plaintiff’s
expected gain. The defendant’ s expected loss is a 45 degree line, signifying that the required level
of deterrence (the x-axis) is being precisely provided. The plaintiff’s expected trial gain at first
increases more sowly than the defendant’ s expected trial 1oss, and eventually decreases, though at
a dower rate than the defendant’ s expected trial lossesincrease. The plaintiff’ strial payoffs begin
to decrease after the point at which, smultaneoudy, recovery and damages become the same, the
parties levels of evidence production become the same, and the probability of plaintiff victory
fixes on 50%. At this point, the detriment of the plaintiff’s additional litigation expenses begins to

dominate the benefit of increased recovery.
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C. Changes in Parameter Values

The genera results of our prototype case are not sensitive to simell changes in parameters. Figure 2
shows the result of increasing the variance in fact-finder error. We see that optimal recovery is il
no less than optimal damages when large amounts of deterrence are required.

Comparing Figures 1 and 2, the first point at which optimal recovery is equal to optimal

damages is farther dong the x-axis with a higher variance®® The reason relates to the symmetry in

24 At firgt glance, this may seem to contradict our formal resultsin which alarge variance (more precisaly, asmall error density derivative) playsa
rolein defining the cases where optimal recovery isno lessthan optimal recovery. Infact, it isnot inconsistent for two reasons. Firgt, our result on
the effect of variance was not amonotonicity result, but alimiting result. Second, our identification of one class of cases wherein optima recovery is
lessthan optimal damages does not preclude the existence of cases outside this class that yield the same result.



the parties' evidence costs and the burden of proof. With similar margina costs of evidence and

neutral burden of proof, when damages is roughly equal to recovery, the litigants produce about

equal amounts of evidence. Thiswill keep the probability of the defendant’ s liability at 50% and

the marginal probability at f(0). Then, asthe truncated normal distribution takes on alarger

variance, the mode of the distribution decreases, and looking at the marginal deterrence cost ratio

V&p _ fDyp ; i i fi - 25
for damagesof =% ===, fal in f signifies that damages becomes more deterrence efficient.
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%5 |f evidence costs were sufficiently asymmetric and/or the burden is sufficiently one-sided, the relevant portion of the error distribution might be
increasing in variance a these same recovery -damages pairs. In this case, increasing variance would increase damages marginal deterrence cost and
cause optimal recovery to approach optimal damages more quickly. More generally, the comparison of Figures 1 and 2 illustrates the fact that very
little can be said definitively about the relative sizes of optimal recovery and optimal damagesin the middling case, and thisisin turn what motivates

our focusin this pgper on limiting arguments.
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Figure 3 represents the case in which the defendant’ s margina evidence costs are twice as high
asthe plaintiff’s. The upper right graph verifies that as the size of the case becomes bigger—i.e.,
asrequisite level of deterrence gets larger—the defendant increases evidence production at a
dower pace than the plaintiff. After a certain point, the defendant produces much less evidence
than the plaintiff. Because of the relative bias in evidence production, the probability of the
plaintiff’s prevailing (lower |eft graph) and the plaintiff’s expected return (lower right graph)
increase to a much higher level aswell.

Tncatedfoms, Sipma=0), Rarge=TT, Budsr=0, Alpra=! 2, Exla=1

14000 o
12000 @ " -
) 0
& 1mooo oL i,
E ma !
e a Py
E 7 in ¥
W
-} e
E axa - 2 s
5 g e
t ’
w
E a0 il
E = i
s
2000 ¥ ¥ =
.-""f
n = 1 1 L [n]) L
i 20000 4000 i) o 0000 12000 C o) ) & [Ein] 000 12000
Creterenos Cerlerence
ne : : : : 12000
1)
S
i e 10000
RS 4 3 oo
]
. 07 *”X T
.= L] o =
o ra § &0 - e
i - 5 . -
Lopg | -
g am #
Q& P -
3 w . .___.'
i - e
M i 2000
o o e
o4 1 i ! i fo) 1
2000 2000 [ Eo 10000 12000 0 2000 a0 oog a0 0000 1E000

FIGURE3: s =60, a=1/2, b=1, €=-e=70

25



Interestingly, increasing the defendant’ s marginal cost of evidence has made decoupling optimal

over alarger range, asis clear from the upper left panel. To understand this, consider again the

marginal deterrence cost of damages when cross-effects are small: nyf’ . When the deferdant faces
a steeper marginal cost curve, (V¢ islarger), an increase in damages will increase the amount of
evidence presented by the defendant at a much slower pace than before (i.e., y,, becomes smaller).
Of course, at the sametime V¢ is larger. While the model leaves it uncertain which effect will
dominate (the increasein V¢ versusthe decreasein y,, ), in this simulation case, the former effect
seemsto be stronger. The reason is that with quadratic cost, marginal cost increases with respect to
more evidence, but the concavity of the cost (which determines the responsiveness, y,, ) isfixed at

aconstant.

V. VARIATIONSIN THE BASIC MODEL

A. Contingent Fee Plaintiff Lawyers

In amgjority of tort cases, plaintiffs hire lawyers on a contingent fee basis. In such cases,
plaintiffs lawyers have greater de facto control over evidence production decisions. Incorporating
these features into our modd only reinforces our basic findings.

Suppose the plaintiff’s lawyer receives q £ 1 fraction of the litigation return but bears the entire
cost of evidence production. Assume that the lawyer chooses the amount of evidence to be
presented, and does so in order to maximize his own return rather than that of his client. Thus, the
plaintiff’s evidence production is determined by the plaintiffs lawyer’s first-order condition,

qp.R- c¢=0.
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Consider again the case of negligible cross-effects, wherein the marginal deterrence costs of

recovery and damages are well approximated by Yo and S respectively. Substituting the

p pragD !

plaintiff’s lawyer’s first-order condition into the marginal deterrence cost of recovery yields g £ .
Giventhat g £1, thisissmdler than £, which, as we have seen, isthe margina deterrence cost of

recovery in the absence of cross-effects. Thus, contingent fee arrangements for plaintiff’s lawyers
make recovery more deterrence efficient. At the privately optimal level of evidence production for
the plaintiff, the change in evidence costs for a given increase in evidence is now only afraction of
the change in expected recovery (qp R = c%—since the lawyer, who chooses the plaintiff’'s
evidence, pays al the costs and receives only afraction of the recovery. In addition, when RE D,
the increase in the plaintiff’s expected recovery for a given change in the plaintiff’s evidence

production is just a fraction of the increase in the defendant’ s expected loss (p R £ p D).

Therefore, by trangtivity, the increase in the plaintiff’s evidence costs is now but a fraction of a
fraction of the increase in the defendant’ s expected trial 1oss, which is per suit deterrence.
Accordingly, recovery is even more deterrence efficient. In contrast, damages margind

deterrence cost is not (directly) affected by the nature of the plaintiff’s arrangement with her

lawyer.

COROLLARY 1: Suppose the plaintiff’s lawyer receives a é fraction of the return from litigation
while bearing the entire cost of evidence production, where 0<q £1. Suppose, also, that the
plaintiff’s lawyer makes the plaintiff’s evidence production decisions to maximize her own
return. Then, Propositions 5 and 6 still hold.
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B. Settlement

In this section, we incorporate into our mode! the conventional treatment of settlement, which
focuses on the existence and position of the settlement range, showing that this modification does
not affect our basic result.?®

Recall that our argument that optimal recovery is no less than optimal damagesis based on a
comparison of marginal deterrence costs when recovery isless than damages. Conveniently, when

recovery is less than damages, the most that the defendant would be willing to pay in settlement is

aways greater than the |east the plaintiff would accept: (pD+V)- ( pR- ¢)

= p(D- R)+V+c>0.%" Inother words, there is always a positive settlement range. Asiswell

recognized, however, the existence of a positive settlement range is best regarded as a necessary,
rather than sufficient, condition for settlement to occur. Even when there is a surplus to be split,
not all negotiating partners will be able to agree on precisely what that split should be. Therefore,
we assume that some (possibly large) fraction k of al cases with positive settlement ranges

actually do settle.?® I the case settles, each party gets a fixed fraction of the settlement surplus.?®

% polinsky and Che, supranote 2 at 566-568, consider settlement in the context of a perfect information model in which the plaintiff makesa
“take-it-or-leave-it” settlement demand to the defendant and settlement itself imposes costs. Polinsky and Che dso study the case in which the court
can observe the settlement amount and make additional awards or impose additional charges based on the settlement amount. Kahan and Tuckman,
supranote 4 at 178179, 180, work with amodel of settlement that is Smilar to ours, but in which the parties may have disparate (though commonly
known) beliefs about what will happen et trial. See Daughety and Reinganum, supranote 12, for amostly positive analysis of decoupling in the case
of asymmetric information settlement bargaining. (Daughety and Reinganum also study the revenue-maximizing tax on plaintiffs' recovery.)

" Thisresult is partly dueto the fact that the parties agree on the probability of plaintiff victory. However, even when the parties ® agree, thereis
no settlement range when recovery is significantly greater than damages. See, Polinsky and Che, supranote 2 at 567 n 15.

8 Among suitsthat have settlement ranges, there would appear to be no systematic relationship between the size of the settlement range and the
likelihood that a settlement will bereached. Thus, thereis no reason to believe that a suit whose settlement rangeis from $100 to $1000 is any more
likely to settle than a suit whose settlement range is from $100 to $150. On the one hand, the gains from settlement are larger for both partiesin the
suit with the larger range, midrange settlements being far in excess of the best each could do in the absence of aded. Thisactsto make settlement
more likely the larger therange. Y et on the other hand, the benefits of bargaining more aggressively are grester where there is more territory within
the settlement range to be captured. And this acts to make settlement less likely the larger the range. Whether and to what extent either effect
dominatesisan empirica question that remainsyet to be answered in the literature. In this paper, we treat the phenomenon of non-settlement in the
presence of aseftlement range as random and unrelated to the width of the settlement range. Thus, we assumethat K is exogenous.

In any event, when we account for inframargina suit effects, increasing recovery and decreasing damages does not necessarily decrease the size of
the settlement range. Kahan and Tuckman, supranote4, notice asimilar ambiguity at 180 [Proposition 3 and discussion).

For example, if cross-effects are zero, then decreasing damages by one unit and increasing recovery by one unit increases the defendant’ s expected

trid losshby p Dx - p. When damages are large, therefore, the effect of increasing recovery will swamp the effect of decreasing damages and the
defendant will actualy be worse off on net. For the plaintiff, decreasing damages by one unit and increasing recovery by one unit increase plaintiffs
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Thus, letting g1 [0,1] be the plaintiff’s fraction, the settlement amount is a weighted average of the
parties trial payoffs: S° (pR- c)+g((pD+V)- (pR- c)) =g(pD+V)+ (1- 9)(pR- ¢). The
defendant’ s ex ante expected loss from afiled suit—i.e., per suit deterrence—is also aweighted
average of the parties trial payoffs; D (1- k )(pD+V)+kS =(1-h)(pD+V)+h(pR- ¢),
where h © k (1- g). The problem of providing per suit deterrence D at minimal per suit cost then
becomes® min,, (1- k)(V+c):(1-h)(pD+V)+h(pR- ¢) =D, or equivaently,
ming,c+V:(1- h)(pD +V)+h(pR- c)=D.

At optima D and R, the settlement analogy to Proposition 2 must hold. That is, the marginal

deterrence cost of recovery

C o= VG, +cb,
* (@-h)p,x,D+h(p+p,yR)

must equal the margina deterrence cost for damages

VG, +c,
@-h)(p+ p,x,D)+hp y,R

MDC, =

The numerators of these ratios are the same as the numerators in the no settlement case. The
presence of settling cases has no effect on the relative per suit cost of increasing the instruments:
the fact that cost increases affect only a fraction of filed suits makes both tools more efficient in

precisely the same proportion.

expected trid payoffsby , ; ry - Therefore, for high-stakes cases, both parties’ threat pointsimprove and the issue becomes whether the most

the defendant will pay isincreasing faster or dower than the leest the plaintiff will accept. If R is significantly lessthan D, the stakes for both parties
are large, and their evidence costs are similar, then the defendant’ s expected trial losseswill go up faster than the plaintiff’ s expected trial gainsand
the settlement range will increase on net.

29 Our results go through aslong as the settlement amount isincreasing in both the plaintiffs expected trial payoffsand the defendant’ s expected
trial losses.

3% Given that éis strictly bounded away from zero, we can ignore the multiplier (1 -k ) inthe objective function. Wewill carry it through the

analysis nonetheless so as not to create confusion.
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Therefore, the difference in these marginal deterrence cost ratios, as compared to the case
without settlement, is wholly located in the ratios denominators: i.e., their effects on per suit
deterrence. In particular, with settlement, the effect on per suit deterrence of increasing either
instrument depends not only on the change in the defendant’ s expected trial loss, but also on the
change in the plaintiff’s expected trial winnings. The plaintiff’s expected trial winnings affect the
size of the settlement amount and so the deterrence force of the suit.

Nevertheless, our results on optimal recovery and damages for the no settlement case will till
pertain. To see why, examine the marginal deterrence cost ratios when cross-effects are negligible:

CQ’-R V(.ryD
Versus
(L-h)p.x,D+hp (1-h)p+h pyggR

Comparing the denominators of these two ratios, we see that each is a weighted average of two
expressions with the same weights. The expressions weighted by (1- h) in each denominator are

the same as for the no settlement case. The new expressions, those weighted by h, are easily and
unambiguoudly compared. For recovery, on the left, we are averaging in a positive number p. For
damages, on the right, we are averaging in a negative number p y,R. Thus, incorporating
settlement into the model makes damages relatively less deterrence efficient.

Intuitively, while a unit increase in damages increases the defendant’ s expected loss from tria
asbefore (by p ), it also reduces the size of the settlement amount by depressing (by - p, y,R > 0)
the plaintiff’s expected trial payoffs, and thus her threat point in bargaining. The plaintiff’s
expected trial payoffs decline, because greater damages would induce the defendant to lodge a

more vigorous defense, should the case proceed to trial. On the other hand, recovery remains

attractive as an instrument for creating per suit deterrence, even as scale increases. A unit increase



in recovery increases both the plaintiff’s expected return (which in turn increases the size of

settlement by p ) and the defendant’ s expected loss from trial (by p_ x,D).

PROPOSITION 7: Propositions 4 and 5 still hold when the possibility of settlement is
incorporated into the model.

C. The British Rule

Thus far, we have assumed that each party bears its own litigation cost. Although this is the most
prevaent form of litigation cost allocation in the United States, other countries, such as Britain,
have adopted a“loser-pays-all” rule.3 Animpressive literature catal ogues the plusses and minuses
of each approach. But for the purposes of our main point, whether the cost alocation ruleis
American or British makes no difference. Recovery is more deterrence efficient than damages
under both rules when the stakes are high and the fact-finder is error prone.

Indeed, when cross-effects are small, the margina deterrence cost of recovery is smaller under
the British rule than under the American. In particular, any given increase in the plaintiff’s
evidence production has larger negative impact on the defendant’ s expected trial payoffs. As
under the American rule, increasing recovery causes the plaintiff to produce more evidence and
this, in turn, increases the probability of plaintiff victory. Thisincrease will increase the
defendant’ s expected trial losses by alarger amount under the British rule, because alosing
defendant must now pay the plaintiffs costs as well as hisown. Moreover, under the British rule,
the increase in the plaintiff’s evidence costs will also directly increase the size of the losing

defendant’ s payoui.

31 Thisruleis also used in the United Satesin certain limited circumstances. For example, under 42 U.S.C. §1983 and §1988, losing defendants
must pay plaintiffs atorney’sfeesin certain civil rights actions (but not vice versa). Costs other than for the attorney are aso routinely shifted under
rules such as Fed. R. Civ. Pro. 54(d)(2).
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On the other hand, when cross-€effects are small, the expression for the marginal deterrence cost
for damages is the same under the British rule as under the American. While it istrue that a given
increase in the defendant’ s evidence reduces the defendant’ s expected trial losses by alarger
amount under the British rule than under the American. But the defendant has aready accounted
for thisin setting hislevel of evidence production under the British rule, and, as under the
American rule, the impact of the defendant’ s own adjustment in evidence production has no

marginal effect on his expected trial l0sses.

PROPOSITION 8: Propositions 4 and 5 still hold, if litigation costs are allocated according to
the British rule.

D. Budget Balance in Transfers

Severa notions of budget balance are possible. Most simply, we might require that, in the case the
plaintiff wins, transfers to the court in the form of damages do not exceed transfers from the court
in the form of recovery: R£ D. Alternatively, we might allow the court to use any monies

collected asfiling fees in the current case to offset any excess of recovery over damages.
K3 (R - D) . Or, given that filing fees are certainly paid, while damages and recovery are
probabilistically imposed, we might require only that filing fees cover the expected shortfdl in

backend transfers. K 3 p(R - D) . Thiswould, in turn, be equivalent to system wide budget
balance: G(IQ)K3 G(/;)p(R- D) .*

In analyzing the effect of adopting any of these concepts of budget balance, we begin with the

proposition that the filing fee will not be strictly negative in practice. In redlity, plaintiffs aways
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have the option of filing a hastily worded complaint, thus qualifying for the filing subsidy, and then
failing to pursuethe case. Therefore, were K strictly negative, virtualy all plaintiffs would file
suit, most merely to obtain the subsidy, and it is difficult to believe that this could be socialy
optimal. %3

Given that the filing fee is nonnegative, the only potential problem for our analysis arises when
the filing fee is precisely zero. At that point, squeezing recovery and damages back together would
not be feasible were it the case that the sterilizing adjustment in the filing fee (designed to hold the
number of filed suits constant) required decreasing that fee. In fact, however, when the fact-finder
is sufficiently prone to error, the proper compensating adjustment to the filing fee will aways be to
increase it. In particular, when cross-effects are relatively small, increasing recovery and
decreasing damages will aways improve plaintiffs’ prospective trial payoffs: the plaintiff gets
more when he wins and is more likely to win for the fact that the defendant is defending less
vigoroudly. Therefore, keeping constant the number of suits as we bring recovery and damages
together will require raising the fee to cancel out the growing attractiveness of litigation for
plaintiffs.

COROLLARY 2: Suppose that the social planner minimizes all-in social costs subject to any one

of the budget constraints mentioned above. Suppose also that the optimal filing fee is
nonnegative. Then Propositions 4 and 5 still hold.

E. When filing fees are negligible and not adjustable, but infra-marginal effects dominate

Our anaysis has focused on the per suit effects of changesin recovery and damages. In Section

[11.A, we justified this focus by assuming that the policy maker can impose fees on the plaintiff—

32 Without loss of generality, our budget constraint and social welfare objective might also include the fixed public costs of the system.  Another

alternative would be to add to the social welfare function the social cost of raising G (k) k- G (k) p( R- D) inpublicfundsthrough tax
receipts. Given Kuhn-Tucker techniques, thiswould differ from imposing a budget constraint only when the budget constrain was non-binding.



we have called them “filing fees’—that do not depend on the outcome of the suit.>* Another
reason to focus on per suit effects would be that they are relatively important empiricaly. Inthe
current section we investigate the theoretical implications of this second approach. We examine
the relative size of optimal damages and recovery under the restriction that filing fees are
negligible (more generally, not adjustable). We then find aregion of the parameter space over
which per suit effects dominate, so that our prior results on the relative size of optimal recovery
and damages continue to hold. Lastly, we argue that this region of the parameter spaceis
rhetorically significant in the current policy debate.

When filing fees are restricted to be negligible, we must expand our analysis of recovery and
damages to encompass the effect of these instruments on al-in socia costs via the number of suits
filed. In addition to per suit effects, increasing recovery will increase the number of suits filed—at
least when cross-effects are not significant.3®> More filings will mean both more all-in deterrence
and greater litigation costs. Increasing damages, on the other hand, will decrease the number of

suitsfiled, and thiswill act to decrease both all-in deterrence and litigation costs.

Filing effects operate through changes in the margina filer k. The impact on socia costs for

any given change in the marginal filer depends on how many additional plaintiffs are affected by
that change, which depends, in turn, on the height of the density, g (k). When this density is

small, the impact on all-in social costs of a given change in the marginal filer will be small. At the

same time, per suit effects are independent of the density g of plaintiff’s fixed evidence costs.

33 Thisresult could be established formally within our model, if we added public clerking costs and made the redlistic assumption regarding
plaintiff coststo ensure that only asmdl fraction of the population would ever find suit worthwhile in the absence of afiling subsidy if they planned
to present zero evidence.

3 Thiswas discussed in Section11.A. Recall that thefiling feeisjust astand-in for chargesthat are not dependent on the outcome of the suit.

% The derivatives of themargina filerin R adDae p + pnyR and p , respectively. Apropos of thediscussion of complicationsarising

from cross effectsin the text surrounding note 22, increasing recovery may actually deaease filings when cross effects are strong.  The defendant
may respond to additiond plaintiff evidence with more evidence of hisown, and thiswill act to decrease the plaintiff’ stria payoffs. Thisindirect
effect onthe plaintiff’ sexpected trial payoffs may outweigh the direct effect of increasing recovery.



Therefore, per suit effects will dominate in comparing the al-in deterrence efficiency of recovery
and damages, when the distribution of plaintiffs costsis spread thinly along the number line.

It is worth noting that, in a somewhat more general version of our model, this condition on
plaintiffs costs corresponds to one of the complaints about litigation that has inspired reforms such
as decoupling. Specifically, in the model wherein defendants might be sued even if they are not at
fault in the primary activity, there will be two densities for plaintiffs costs—one for when the
defendant acts, and one for when he refrains. (The difference between these two densities will be
the source of the defendant’ s primary activity incentive: positive incentives require that the
defendant is less likely to be sued (i.e, plaintiffs costs tend to be higher), if heisnot at fault.) In
this more general model, the condition for small filing effectsis that both densitiesbe small. This
requirement, in turn, limits the extent to which the densities can differ from one another. And this
corresponds to aworld in which there is only a very loose association between what defendants
actually do in the primary activity and whether or not they are sued.3®

PROPOSITION O: Consider the case where filing fees are restricted to be negligible (more

generally, not adjustable). Suppose that the defendant’s wealth is sufficiently large, the fact-

finder’s perception of evidentiary weight is sufficiently error prone, and the distribution of
plaintiffs’ costs is sufficiently diffuse. Then Propositions 4 and 5 still hold.

VI. CONCLUSION

Should plaintiffs win what defendants lose? Answering this question requires examining how
litigation stakes influence not only the number of suits filed, but aso the manner in which filed
suits proceed. EXxisting research has uncovered important lessons about the effect of litigation
stakes on filings, and about the effect of plaintiffs’ stakes on per suit costs. The primary

contribution of this paper has been to expand the analysis to include the effect of both parties

3% A proof of the analogy to Proposition 9 when the model is expanded to include “ false suits” is available from the authors.



stakes on both filings and infra-margina suits. This expansion has aso uncovered some lessons.
In particular, the literature' s provisional conclusion that plaintiffs recovery should be less than
defendants damages no longer holds in al cases. Moreover, among the cases in which the
conclusion does not hold, we find precisely the negative paradigm of modern litigation that has
inspired some policy commentators to advocate awarding plaintiffs less than what defendants pay.
Our paper may also offer amore general lesson about the law and economics of litigation.
With some notable exceptions, most of this literature focuses on the incentive to file and to settle,
leaving discovery and evidence production relatively under-modeled. While this has certainly
been a successful research strategy to date, the analysis in this paper indicates that adding to the
model even the broadest outlines of how filed suits proceed may have a significant effect on what

conclusions can be drawn from the analysis.
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VIl. TECHNICAL APPENDIX

A. Some technical remarks on the evidence production game at trial

To ensure an interior solution to each party’ s evidence choice problem we assume that c¢( O) and

Vq0) are arbitrarily small, while the density fis positive in the relevant range for y- x. We
conduct comparative statics on asingle equilibrium of the evidence production game described in
the text. There may be severa equilibria depending on the shape of the trial noise distribution F.

Apropos of these assumptions, the litigation game we have defined will not under any
parametric assumptions exhibit strategic complementarity (even if the ordering of either or both
players strategy spaces are reversed). This means that the techniques of “ monotone comparative
statics” are not available to us. Nor are results on equilibrium uniqueness.®’

This lack of strategic complementarity is a deep structural characteristic of litigation modelsin
which player’s payoff functions are interdependent through the probability of plaintiff victory. If
more defendant evidence inspires the plaintiff to produce more evidence, this must be because
additional defendant evidence increases the marginal impact of net evidentiary weight in favor of
the plaintiff. That means that the marginal impact of net evidentiary weight is decreasing in net
evidentiary weight. This, in turn, implies that more plaintiff evidence, which increases net
evidentiary weight, lowers the marginal impact of evidence production for defendant.

B. Proposition 1

If R* D* and K* minimize all-in social cost, while generating marginal filer K , per suit
deterrence D* , and per suit evidence costs ¢ +\ , then R* and D* also solve the problem:
minc+V: pD+V=D".
Proof: Suppose, on the contrary, that R and D y|eId per suit deterrence D at lower per suit cost
c+V<c*+V* . Setthefilingfee K sothat p®-¢- K=p R - ¢ - K. Since R, D,and K
yield the same set of filing plaintiffs g),k H and the same per suit deterrence D™ asR*, D* and

K*, they aso yield the same all-in deterrence W . Therefore, they yield the same primary activity
costs (1). However, each filed suit is strictly less costly. Therefore, litigation costs (2) are strictly

lower under R , 13, and K. This contradicts the statement that R*, D* and K* minimize dl-in
socia costs. QED.
C. Proposition 2

At any interior social optimum at which marginal deterrence costs for R and D are finite and
positive, MDC, = MDC,, .

37 See Vives, Xavier “Nash Equilibrium with Strategic Complementarities,” Journal of Mathematical Economics, 19(3): 305-321, (1990) and
Milgrom, Paul and Chrigtine Shannon, “Monotone Comparative Statics,” Econometrica, 157-180 (January 1994).
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Proof: The problem of providing a given level of per suit deterrence at minimal per suit cost is:
minc(x)+V(y) subjectto p(x, ) D+V(y)=D*. First-order conditions for an interior solution
D,R

to this problem can be written as ¢, +\, =1 p x,D and c¢&, +V&, =1 (p+ p Dx,), where
| isthe Lagrange multiplier. If p x,D* 0 and p+ p Dx,* O, thenwecanisolate | onthe

right-hand side of both equations. The resulting ratios on the left-hand sides will both be equal to
| and so equal to each other. On the other hand, if p x,D =0, then the first first-order condition

impliesthat ¢, +Wy, =0 and MDC, is not well defined, having zeros in both numerator and
denominator. Similarly, if p+ p_Dx, =0,then MDC, isnot well defined. QED.

D. Proposition 3

We will prove something more than the statement of the result in the text. First, some preliminary
results:

LEMMA Al: The plaintiff’s first- and second-order conditions for evidence production are
fR- cC=0 and- fR- c@E 0. The defendant’s are - f®+VC=0 and- f®O+V® 0. The

derivatives of the parties’ evidence production in R and D are given by the matrix equation:

éxR ngz_ig'f(r’D-i'\m)f f(Rf @
& wi L SO (/R Gfy

where L © (- fOR- c®)(- f©D+V)- (fG)ZRD<O.

Proof: We obtain the parties’ first- and second-order conditions from the conditions given in the
text (Section I1.A) and thefact that /' =p, =-p, and f¢=- p_=- p . Toobtain evidence
choice derivatives, we apply the multivariate implicit function theorem. This theorem applies
because, first, L isthe determinant of the derivative (a 2x2 matrix) of the parties first order
conditions with respect to (x,y). Secondly, L * 0, indeed L <0. Forif £¢=0,then
f¢=-p.=-p, =p, =0,andthe L expression becomes - c&#W@®< 0. Andif f¢* O,then L is

lessthan - (f9°RD <0, because (- fGR- c®(- f® +V@ £0. Theimplicit function then yields:

&, x,u_ ép R-c® p R uép Ou_ 1ép, D+VE& -p R tép, O
é ) 0 é u=-—é Jé u
& wbi & P.L p,DVEG EO pE Lg-p,D pR-c§E0 pg

1 g(pny+V‘ﬁ) b -poRp, U - fED+VE £ I®RE U
=- - G
Le -p,Dp,  (p.R-c9p -fOf - (-/R- B[

__1¢
L.

D: DDy

LEMMA A2 [f the marginal deterrence cost of recovery is well defined, then it reduces to
MDCR :5 +y_R: £+—fﬁ') .
D x, D fD-V&



Proof: Substituting the parties’ first-order conditions from Lemma Al into MDC, (asgiveninthe
text) gives.
MDC _.foR+nyR :5 y_R

D
= fRx, D «x,
Using LemmaA1 to substitutefor y, and x,, and noting that L <O, we obtain
R - f© R - f©O
MDC, =— SR, S

+— =t
(-fD+V) 5 D - fID+VE

PROPOSITION 3: If; at the parties’ privately optimal levels of evidence production,
fYy - x)>0, then MDC, <£. If f¢=0, MDC, =£. And if f¢<0, then MDC, <& +1.

Proof: From LemmaAl, the defendant’ s second-order conditionis - f®+V@ 0,or O - VBEO.

Therefore, if £¢>0, then 525 £ 0, and, from LemmaA2, MDC, =% +-425£4 . If , onthe
other hand, f¢<0, then -fD+V¢>-fD>0 or f®-Ve< O <0. That implies that

|/®- V&> |/D|>0 and, therefore, 0< —47<1. We conclude from LemmaA2 that
MDC, =&+ 25 <241 andif f¢=0, -2z =0, given V&>0, and MDC, =£. QED.

7TO+VE

E. Proposition 4

First, some preliminary results and assumptions.

2
LEMMA A3: limy,, 0 MDC, =/ D s
Vi

Proof: From LemmaAl;

=/ /0, 1 (/R0

pe, MRy, (T &L o & L g I [DIR+[DeE
fDx, +p gequfo , /°DfR- Lp
L o
Noting that
limg, o L = - cW/@
we have,
lim fRf*+ f°DfR+ P Dc®  f*Dc®  f°D
sup £ ®® 0 - -

’DfR- Lp Oy

We assume that the second derivative V&> 0 of the defendant’s margina evidence cost does

not grow exponentialy ad infinitum:
ASSUMPTION 1: Iim@: 0.
ro¥ \/¢

%8 This notation meansthat for any sequence f, of error dendties with sup f, ¢® 0, the corresponding sequence of MDC | hasthislimit.
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This condition holds for a great variety of functional forms, including all polynomial functions
V(y)=a,y" +..+a.,y+a,on y* 0. For example, it holdsfor V(y) = »*, wherein V¢=2y,
V&=2,and V&=0. (Not al cost functions satisfy the assumption: consider, for example, the

exponential cost function V=¢".) The assumption plays arole in ensuring that the defendant’s
evidentiary response to changes in damages does not decay too quickly.

LEMMA A4: Define the inverse f (z) of the defendant’s marginal cost function, V¢( y) , So that
z =V‘1(f (z)) Then, Assumption 1 implies that Iz!@TZ Vi f (z)) =¥,

Proof: Suppose, on the contrary, that |II’L’lW(f ® 1 ¥ . Then, because the numerator of this fraction

goesto infinity, the denominator must also. L’Hopita’srule then gpplies. Therefore,

Izg My = Iimﬁ = IimTﬂ}W, where we have used the fact that, by the inverse function theorem,

f ¢=%. Theright-hand limit isinfinite by assumption, which contradicts our supposition.

PROPOSITION 4: The following holds for any lower-bound M on the marginal deterrence cost of
damages, however large this bound. Choose any|] >0, and consider the set of all error

distributions whose densities f never fall below | on their supports. For this subset of error
densities, there exists lower-bound wealth level W such that if the defendant’s wealth exceeds this
bound (W 3 W ), then there exists an upper bound X >0 on the error density’s derivative [ ¢ and
a lower bound D £EW on damages such that if these two bounds are satisfied (i.e., if SUp f¢< X
and DED EW ), then MDC, > M .

Proof: Given | , LemmaA4 impliesthat we can choose 7 largeenough sothat foral D3 11,
j D

>M +1. By LemmaA3, for any given D and R pair, we can find x >0 small

2
enough o that, if sup f¢<x ,then MDC, 3 {/«5 - —. By astandard result from real anaysis, we
. : . f*D 1
can, in fact, choose asingle x >0 small enough, so that if sup f'¢<x ,then MDC, 3 Vi, o for

dl (D,R) pairson the compact set [0,]". Therefore, if sup f¢<x , thenforal D3 1w,

) |
mpc,s /P Ley 1D 1 1, (M+1)i-%>M

Vi 2 Vi (j D)) p 2 p

REMARK: Notice that the bound on the error density’ s derivative x isnot chosen uniformly across

al minimal density heights ) . The smaller £, the greater D must be to ensure that mpc exceeds M,
ignoring cross-effects. But the greater D, the greater cross effects for any given sup r¢. Cross
effects do not necessarily work against the result. But they may. Thus we choose inf s first, then



choose D large enough so that mpc > a, ignoring cross-effects, and then choose sup /¢ small

enough so that adding cross-effects cannot defeat thisinequality. More precisdly, the bound on
sup /¢ can be chosen uniformly over all pew.

REMARK: What is the precise relationship between the error distribution’s variance, on the one
hand, and the supremum of its density’ s derivative, on the other. 1) Asthe variance of error
increases to infinity, the supremum of the derivative of the density converges “in probability” to O.
However, it does not necessarily converge to zero “with probability one.” That is, whileit is not
necessarily truethat tim . sp r¢=0, itistruethat for al d >o, tim. pr(sups¢>d) =0.%° 2) This

limiting discrepancy between the supremum of the density’ s derivative and the variance is
indicative of a drawback of using the variance as a measure of dispersion. The varianceisa
summary measure of dispersion: a sequence of distributions can be ever more concentrated on an
ever smaller interval even as the variance goes to infinity. 3) However, if we take the variance to
infinity within certain classes of distributions, such as the class of normal distributions or the class

of truncated norma distributions, then it will indeed be true that lim, spf®=0.

F. Proposition 6"

Proof: First, we establish that per suit deterrence at a social optimum grows without bound with
the level of harm. That is, letting D" represent the per suit deterrence created by optimal R and D,
we show that Ih|®rQ D =¥ . Suppose, on the contrary, that D" remains bounded. Then al-in

deterrence W= G(lg) D isalso bounded, given that G(lg) £1. Let B bethebound on dl-in

deterrence. However, if 4 islarge enough, the margina all-in social cost of increasing dl-in
deterrence (viachangesin R, D, and K) will be strictly negative at all levels of al-in deterrence
below B, which contradicts the social optimality of D" .

To see precisely why, takeany WE B and suppose that this dl-in deterrence is created by
some R, D, and K. Now consider changing both R and D in such manner that per suit deterrence
increases. (Thiswill dways be possible: an increase in D, holding the plaintiff’s evidence
constant, will always increase the defendant’ s expected trial losses by p; the changein R can then
ensure that the plaintiff does not change her evidence production; lastly, R must be strictly positive
if we are at any positive level of deterrence.) Note that this changein R and D may also change per
suit costs. Consider, also, adjusting K to keep the number of filings constant. The net effect of
these changesin R, D, and K will be an increase in al-in deterrence W and some change, positive
or negative, in per suit costs. For large enough #, the positive socia cost effect of the former will
outweigh the latter per suit cost effect because

BB (e W00 () V) )

;9 For adiscussion of these convergence concepts, see Patrick Billingdey, Probability and Measure, pp. 330-331, New Y ork, John Wiley & Sons
(3" ed 1995).

4% The proof of Proposition 5isomitted because it followsimmediately from Propositions 2-4, as described in thetext. From hereon, we will
include aformal statement of resultsthat are obvious variations on the formal statement of Proposition 4.
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goes to negative infinity as i approaches infinity, where the per suit cost effect isfinite and
independent of 4. Therefore, theselevelsof R, D, and K could not be socialy optimal for large
enough 4.

Next we show that for large enough optimal per suit deterrence D', optimal recovery is no less
than optimal damages. Suppose, on the contrary, that optimal recovery isinfinitely often strictly
less than optimal damages, as D* grows without bound. By Proposition 4, thisimplies that
infinitely often optima damages—and so optimal recovery, by hypothesis—are bounded below

D, asthat variable is used in Proposition 4. Buit this contradictsthat D*, a continuous function of
R and D, grows without bound.

G. Proposition 7
First, some preliminary results.

LEMMA A5: With settlement, limg, ., o MDC, E%%
Proof:
1
VG, +cb, 0

(1- k)(MDER)_ :g(l_ h) p.x.D+h (p+pnyR)g

+ R
=(1-h) p5D PP
VG, +ck, V&, +ck,

=(1- h)pxxRD+h P [passto limit using LemmaA1l]
c R c R
_ D % o, o "
=(1- h)=+h [plaintiff’s first-order condition]
R &,
3 (1- h)2 [x, 3 O from LemmaAl]
R o

REMARK: Without settlement, MDC, aways has a scale-independent upper bound whenever
R £ D (Proposition 3). With settlement, we find this upper bound when cross-effects are small.

1-k f*D
1-h Vip
Proof: First, we track the stepsin the proof of LemmaA5:

LEMMA AB: With settlement, limg, o, MDC,, 3
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-1

VG, +cb, 6
%(1 h)(p+ p.x,D)+hp, v, R

p+pxpD . PR
Vi, +ct, VW, +ck,

(1- k)(MDE,)

=(1-h)

. R

=(1-h)L-+h B2

( )V% V&,

p
E(1-h

"G,

The result then follows from Lemmas A1 and A3.

Proof of PROPOSITION 7: We apply the logic of the proof of Proposition 4 to the resultsin Lemmas
A5 and A6. However, now we choose the upper bound x >0 on sup /¢ so that not only

-

-k £°D
1-h Vi

MDC, 3

N

but also

MDCRE'—k£+1.
hD 2

H. Proposition 8

Proof: Under the British rule, the plaintiff maximizes pR - (1- p)(c +V), while the defendant
minimizes p(D +c¢ +V), which isaso per suit deterrence D. The parties first-order conditions
ae p,(R+c+V)- (1- px¢=0and p (D+c+V)+ pVe=0. The margina deterrence cost of
damages is the same with small cross-effects (sup /¢® 0) as under the American rule:

c%, +VG,
p+(p (D+c+V)+ Pyt (p (D +e V) + pedx,
_ ck, +VG,
p+(px(D+c+V) +pc‘J)xD
® %:Q

p Vi
The marginal deterrence cost of recovery has a scale- independent bound when cross-effects are
small and R£ D:

MDC, =




cl, +
MDG, = (py (D +c +V) +pV‘1) yi :gf(D +c +V) +pc‘1)xR
— %, +V,
_(px(D +c +V)+pcG)xR
cb,
(px (D+c+V)+pc(I)xR
_p.(R+c+V)+pct
D, (D +c +V)+pc¢

®

whichislessthan 1 when R£ D. Wethen apply the logic of the proof of Propositions4 and 7.

|.  Proposition 9

Proof: It sufficesto prove that Proposition 2 (regarding the equality of per suit marginal deterrence
costs at asocia optimum) holdsin thelimit as supg ® 0. First, holding K constant, the partia
derivatives of all-in socia cost with respect to R and D are:

1:}9_5 =- Rj(\M(h‘ W+ G(IQ)(m(l@)+c+v))+ (1- J(\/\l))((l}+c+v) g(k)k, + (B, +Vay, )G(/}))
% =- ij(V\b(h- e G(/G)(m(12)+c+v))+ (1- J(\/\/))((z}+c+v) gk, +(ct; +Vey, )G(,;))

where m(k :Egk‘k EEY, W, = g(k)kD+G(R)p,x,D , W, = g(B)k,D+ G(R)(p+ p,x, D)

kp=p+p,yR,and IQD =p,y,R. When supg® 0, wehave W, ® G(l@)pxxRD and

W, ® G(k)(p+ p.x,D). Furthermore, k, and &, arebounded on (R,D)1 [0,w]. Therefore,
in the limit

% =- WRJ'(V\b(h- W+G(l€)(n‘(l€)+c+v))+(1- JW)(cS, +V8, ) G (k)
15C _ G]; . -i' 12‘ i . H . . A
p - CWPERn DWW glEres) Gié+( - J(W) (e, + V0, ) G ().

These expressions, evaluated at the (possibly changing) social optimum grow arbitrarily close to
zeroas supg ® 0. Inthelimit, therefore, the social optimum satisfies

(1- JW) (e, +W, )G () (1- JW) (e, +Vey,) G (k)

G (p % D) J W (h- W+ &k +c+\dGY G (p+ 5, D)W (- W + k +c+\)dGY
1 k=0 b 1 k=0 b

Simplifying yields the result of Proposition 2, <xtVor = %+Vop

PxXpD ppyxpD




