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ABSTRACT

Data-driven governance systems are transforming the regulatory landscape of both states and other governance institutions. Grounded in principles of accountability and embedded in incentive-based systems for reducing risk and managing behaviors through mechanisms of choice and markets, these governance systems may well reshape the way states and other governance organs are constituted and operate. This short essay has two objectives. The first is to examine the challenges that social credit, ratings or assessment systems pose for effective implementation. Social credit itself refers generally to a new mode of data-driven governance through which data analytics are used to create and operate algorithms that provide a basis for rewards and punishments for targeted behaviors. More specifically, social credit references the specific project of the Chinese state to create a.
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comprehensive legal and regulatory mechanism grounded in data-driven metrics that they have named “social credit.” To that end, Section II considers first the difficulties of separating the role of social credit as a set of techniques and as a means of advancing ideological principles and objectives in the context of Chinese efforts. The second is to consider the resonances of China’s social credit initiatives in the West. Section III then examines some of the ways in which Western efforts at social credit institutions have sought to meet similar challenges. The section first explores the context of social credit systems in the West and its operationalization, principally in the private sphere and through the use of market mechanisms for behavior management. It then examines the way that social credit might be used in the West as a technique of governance and as a means of embedding international standards in domestic behavior. The essay concludes by suggesting that social credit represents the expression of new forms of governance that are possible only through the correct utilization of big data management. The shift in regulatory forms also point to significant shifts in the relationship between law, the state and government. Accountability regimes grounded in behavior standards enforced through data-driven analytics may well change the focus of public law from constitution and rule of law to analytics and algorithm.

I. INTRODUCTION

About a decade ago, when the attention of influential thinking about governance was occupied elsewhere, one might have noted a curious development in the nature of the forms of governance and its objectives within Western liberal democracies in the form of surveillance. Surveillance has morphed from an incident of governance to the basis of governance itself. It is both government (apparatus) and governmentality (its self-conception and complicity, the prisoner becomes his own keeper). In this sense, surveillance has become the new regulatory mechanism. And law is becoming its servant. And the state, either as the traditionally conceived apex of political order, or as the repository of large aggregations of power within an international state system, now serves as a (but not the) nexus point for the regulatory power of technique. It is in this sense that we can speak of the “death” of the “state” or the “rise” of a transnational political system, or the “death” of the public/private divide or even the construction of non-public autopoietic systems.


2. See generally SURVEILLANCE AND SECURITY: TECHNOLOGICAL POLITICS & POWER IN EVERYDAY LIFE (Torin Monahan ed., 2006).

Surveillance was especially potent in the context of the governance of enterprises, and in the way that the state used its prosecutorial authority to coerce the adoption of systems of monitoring and reporting to avoid criminal prosecution. These developments, one might think, had the potential to change significantly the relationship of the state to law, and of the character and role of law in the governing of states. Yet an initial consideration might have dismissed this trend as irrelevant to the development of the productive force of law and its system. The phenomenon was not law; it had been the object of an abstract and remote elite political philosophy since the 1970s. It appeared most valuable to the extent which one could pronounce this area “eccentric” rather than for any value where it counted—for tangible value for academics concerned about the collective intellectual movements in their field. Indeed, “it is debated whether this increase in scholarly attention for governance (purely) mirrors a rise in governance as a social phenomenon or (merely) indicates it is a fashionable research topic.” There were exceptions, certainly, but they were generally connected to the rise of the Internet and Internet culture.

Still, changes appeared to signal a new era of management that would fuse the authority of public and private institutions in new and uncharted ways. The trend was especially evident in the governance of behavior traditionally beyond the reach of states—transnational economic activity. There was a sense that the appropriate approach to the management of behavior (by states or private institutions) was increasingly centered on the ability of decision makers to deploy data within algorithms to develop finely tuned systems of reward and punishment, which would manage appropriate


9. See LAWRENCE LESSIG, CODE VERSION 2.0 (2006); LANGDON WINNER, AUTONOMOUS TECHNOLOGY 323 (1977) (“New technologies are institutional structures within an evolving constitution that gives shape to a new polity, the technopolis in which we do increasingly live.”).

behavior, hold individuals accountable, and contribute to social development.\textsuperscript{11} Due diligence and the construction and operation of monitoring systems to provide accountability through standards developed by law (or markets)\textsuperscript{12} appeared to produce that blending of public and private—political and economic systems—that might overcome the difficulty of extending law and rule of law beyond the state.\textsuperscript{13} An intuition emerged, especially among scholars, that “corporate human rights impunity needs to be addressed at a variety of jurisdictional levels—national, regional, transnational and international—by a variety of actors—states, international organizations, corporations and NGOs.”\textsuperscript{14} This fit comfortably into emerging notions of plural law, or transnational law and governance.\textsuperscript{15}

Nonetheless, the governance techniques of business and the state, especially in the management of economic behaviors, suggested an increasingly important space for systems of discretionary decision-making built on data-algorithm-consequence models as long as these were deployed to further the command of law and the public policies of which law was an expression.\textsuperscript{16} It was management that counted, perhaps more than law, and institutions that served principle through the management of market driven behaviors, not political institutions. Within this context, it appeared increasingly clear that rule of law was moving toward data-driven systems implemented through the development of compliance practices of individuals and enterprises and overseen by administrators exercising constrained decision-making authority for the public good.\textsuperscript{17} Regulatory governance appeared to push institutions not toward law-based government but to accountability-based governance.\textsuperscript{18} Accountability refocused government from the state, and law, to regulation and the metrics required to bring those subjects to standards to account. “Decentered approaches to

\textsuperscript{11} See generally ROBERT J. SHILLER, MACRO MARKETS: CREATING INSTITUTIONS FOR MANAGING SOCIETY’S LARGEST ECONOMIC RISK (1993).
\textsuperscript{12} See, e.g., LIANGRONG ZU, CORPORATE SOCIAL RESPONSIBILITY, CORPORATE RESTRUCTURING AND FIRM’S PERFORMANCE: EMPIRICAL EVIDENCE FROM CHINESE ENTERPRISES 47 (2009).
\textsuperscript{15} See, e.g., GRAF-PETER CALLIES & PEER ZUMBANSEN, ROUGH CONSENSUS AND RUNNING CODE: A THEORY OF TRANSNATIONAL PRIVATE LAW (2010) (on transnational lawmaking and legal pluralism); see also, PAUL S. BERMAN, GLOBAL LEGAL PLURALISM: A JURISPRUDENCE OF LAW BEYOND BORDERS (2012).
\textsuperscript{16} See, e.g., SIMONS AND MACKIN, supra note 14 at 178–271. (an especially potent idea in the management of human rights impacts of enterprises); see also SURYA DEVA, REGULATING CORPORATE HUMAN RIGHTS VIOLATIONS: HUMANIZING BUSINESS (2013).
regulation emphasize complexity, fragmentation, interdependencies, and government failures, and suggests the limits of the distinctions between the public and the private and between the global and the national.” And it also expanded an already quite substantial breadth for regulating—there was nothing beyond the power of accountability, and thus of management, through regulation if useful. Accountability-based, data-driven governance appeared to solve the perennial problem of enforcement, and of the internalization of the command of law and regulation. Surveillance could serve not merely as tools but as “creators of social worlds . . . as forms of social engineering that legislate norms for acceptable and unacceptable behaviors and actions.”

None of this, however, appeared to disturb the supremacy or coherent integrity at the heart of law or in the construction of public rule systems, even as spaces for data-driven governance seeped into the regulatory state apparatus. But, suddenly, all of that appeared to change. The trigger was an action by China—which appears to have ascended to the position of principal driving force in global political theory and action—when the Chinese State Council published its 2014 Notice Concerning Issuance of the Planning Outline for the Construction of a Social Credit System (2014-2020). It proposed using the technologies of big data and big data management along with the possibilities of artificial intelligence and machine learning to develop comprehensive data-driven structures for management around algorithms that can produce real time reward-punishment structures for social-legal-economic and other behaviors. This project, a development of ratings and rewards systems, means to unify and integrate systems of monitoring, transparency, and compliance within the traditional law-administrative regulation construct of state systems, and appears to be one of the most innovative and interesting efforts of this decade. In the process, of course, social credit, or data-driven governance and accounting-punishment-reward systems, can significantly upend the now centuries-old rule of law by effectively making its structures irrelevant.

Social credit can be understood in two senses. First, social credit itself references the specific project of the Chinese state to create a comprehensive legal and regulatory mechanism that they have named “social credit.”

20. Id. at 9, 16 (“[T]he expanding part of governance is regulation, that is, rulemaking, monitoring, and enforcement.”).
23. Planning Outline, supra note 22.
Second, it refers generally to a new mode of governance that recombines law and governance and the public and private spheres in new and hybrid ways that will likely transform the structures and principles on which legal, governance, and societal regulatory systems are now understood and through which they acquire their legitimacy. In both senses, the structures of social credit are similar. In each case, the system seeks to rate, score, or assess the object of regulation through a process that requires the acquisition of specific and relevant data, which is then interpreted through the application of an algorithm to produce an assessment, score, or measure which can be used to evaluate compliance with underlying objectives. Those scores then serve to guide the application of legal or administrative decisions—they can trigger rewards or suggest punishment.24

The triangular relationship between governmentalization (of both public and private institutional actors with managerial power), the mass of the population (which is its object and now its foundation), and “statistics” (that both define and serve to manage the mass of the population), is the essence of the problem of transparency in the twenty-first century.25 At its limit, the enterprise of social credit suggests both the emergence of a new field of law as well as the negation of the privileging of law within economic and political structures. On the one hand, one might be tempted to see in the social credit enterprise a notion of the dissolution of the constitution of law within itself—that is, that the structures of legality, and its constitution, will have consumed itself. What will emerge from that self-consumption will be the methods and systems that it had once generated and which had been deployed in the service of the constitutional project—that the success of the constitutional notion will ultimately consume it so that where once there was constitution there will only be mechanics; where once there was principle, there will only be data; and where once there were norms, there will only be “statistics.”26 This is bound up in the more fundamental idea of the end of law and the irrelevance of lawyers except as technicians of a new system that lawyers no longer control. On the other hand, the success of social credit may require, and indeed may be dependent on, the simultaneous development of a law for the digital and data age. That is, in the digital age, society (however constituted) is even more in need of law’s nomos and narrative to manage the use of the operation of data systems, and to protect the integrity of the generation of data itself, similar to the way that law is currently used to manage and protect the integrity of markets.27 That nomos and narrative may vary depending on the societal and political context, but it must nevertheless develop alongside the re-constitution of the principles.


27. See, e.g., Manuel B. Aalbers, Regulated Deregulation, in HANDBOOK OF NEOLIBERALISM (Simon Springer, Kean Birch & Julie MacLeavy, eds., 2016) (on the use of law and regulation to protect the integrity of markets without interfering in their operations).
customs, and manners of governance. To understand social credit, one must understand the evolving structures of the relationships, in law and politics, between states, its masses, and the institutions through which it operates. In that respect, data-driven governance systems are transforming the regulatory landscape of both states and other governance institutions. Grounded in principles of accountability and embedded in incentive-based systems for reducing risk and managing behaviors through mechanisms of choice and markets, these governance systems may well reshape the way states and other governance organs are constituted and operate.

This short essay has two objectives. The first is to examine the challenges that Chinese social credit ratings or assessment systems pose for effective implementation. The second is to consider the resonances and challenges of what might be considered Western variants on the Chinese social credit experiment. To these ends, Section II considers first the difficulties of separating the role of social credit as a set of techniques and as a means of advancing ideological principles and objectives. In this section, Chinese social credit is examined as an aspect of big data management with substantial governance and normative effects. In that context, a number of issues are identified, such as social credit as a project of informatics, as systems of control and management, and as a governance mechanism. The section seeks to examine the proposition that to understand the shaping of law today (and soft law as well) one must understand social credit. The implications for the structure of government and for the exercise of social and political leadership might be profound. Section III then examines some of the ways in which Western efforts at social credit institutions have sought to meet similar challenges. The section first explores the context of social credit systems and their operationalizations in the West, principally in the private sphere and through the use of market mechanisms for behavior management. It then examines the way that social credit might be used in the West as a technique of governance and as a means of embedding international standards in domestic behavior.

The essay concludes by suggesting that social credit represents the expression of new forms of governance that are possible only through the correct utilization of big data management. The extent to which state

---


30. There has been some writing on the privatization of data collection in the West. See Günter K. Stahl & Ingmar Björkman, HANDBOOK OF RESEARCH IN INTERNATIONAL HUMAN RESOURCE MANAGEMENT 476 (2006). However, much of the discussion has been on ways to closely constrain the government in its collection and use of data. See, e.g., Skylar Brooks & Domenico Lombardi, Private Creditor Power and the Politics of Sovereign Debt Governance, in TOO LITTLE, TOO LATE: THE QUEST TO RESOLVE SOVEREIGN DEBT CRISIS 60 (Martin Guzman, José Antonio Ocampo & Joseph E. Stiglitz, eds., 2016); see also Zhongguo Tujin Shehui Xinyong Xitong Wuyueqi Shixinzhe Xianda Huoche Feiji (中国推进社会信用体系 5月起失信者限搭火车飞机) [China Restrict Train and Airline Service to Bad Rating Person] RFA (March. 17, 2018), https://www.rfa.org/mandarin/Xinwen/8-03172018171914.html.
authorities in China are willing to utilize big data management will shape the form, scope, and direction of the governance possibilities inherent in social credit initiatives at the local, provincial, and national levels. But it is not just China; the quite visible move toward social credit in the West, albeit in a fragmented and functionally differentiated way among public and private institutions, also points to significant shifts in the relationship between law, the state, and government. Accountability regimes grounded in behavior standards enforced through data-driven analytics may well change the focus of public law from constitution and rule of law to analytics and algorithm. In both China and the West, it is likely that a new language will be required to frame these emerging structures of control.

II. THE PRAGMATIC CHALLENGES OF CHINESE SOCIAL CREDIT SYSTEM BUILDING: SOCIAL CREDIT THROUGH BIG DATA MANAGEMENT

China’s social credit program has been developing since the beginning of this century. Very slowly at first and then with much greater speed in the last several years, China has been more publicly pursuing new means of managing the development of its overall productive forces—not just economic forces, but social, cultural, and political forces, as well. The design of the contemporary project is centered on ratings. Ratings are well known in the West for their utility in managing behavior in the shadow of law. That is, in place of the commands of law and regulation (based on the core idea that the object of the state is to order that things be done or not done), what China calls a Social Credit Initiative, which is built around compliance. How one obeys the law becomes as important as the mere act of obedience. It is in this way that social credit, through its programs of rating and reward, may act to further develop the productive potential of law itself.

The Social Credit Initiative is a product of China’s “top-level design” (顶层设计) approach,38 coordinated by the Central Leading Small Group for Comprehensively Deepening Reforms.39 Its central objective is the development of a national reputation system: assigning a social credit number that reflects a qualitative judgment of relevant data gathered about the subject. It will focus on four areas: “sincerity in government affairs” (政务诚信), “commercial sincerity” (商务诚信), “societal sincerity” (社会诚信), and “judicial credibility” (司法公信).40 The term “social credit” actually veils the overall character of the project. Sincerity in this sense means integrity and trustworthiness. The core object, of course, is built around the idea of compliance—that the way one complies with law and social obligation will be as important as the fact that one complies at all.41 That is a profound step forward from the more ancient forms of law and regulation. The former systems could be satisfied with the merest obeisance to its command; social credit systems judge compliance based on its effects given the spirit of the obligation or responsibility.

The principal theoretical framework for Chinese social credit initiatives were last comprehensively (and publicly) developed by the State Council in its Notice Concerning Issuance of the Planning Outline for the Construction of a Social Credit System (2014-2020).42 A careful reading of the State Council Notice suggests that its authors understood their task as contributing to a new phase of the socialist market economy system and of a societal governance system.43 This response was particularly relevant in the context


42. Grounded on the policy directive developed and approved by the 3rd Plenum of the 18th Party Congress that promotes new form of social governance in the new era, the Notice is a detailed and comprehensive roadmap for the implementation of China’s social credit project. The Social Credit Planning Outline is composed by six parts, which identified the goal, the priority, the implementation and infrastructural supports of the project. Essentially, it sets up a blueprint to the implementation of the social credit project. To that end, the central government’s blueprint will provide general instructions that allows local government and different departments and agencies to develop measures and projects executing the demands listed in the Central Planning. See Planning Outline, supra note 22.

43. This was elaborated at some length in the document. In its discussion of the “main principles for social credit system construction” that document acknowledged that government promotion, and joint
of the challenges that China seemed to face in its globalizing economic development. This was meant to represent a new approach to governance that better aligned with the objectives of Party and State. The new approach to governance was, in part, a function of the frustration of leaders with the inability of state organs to prevent problems despite repeated efforts through conventional applications of government power (law, regulations, use of police and prosecutorial powers, etc.). These problems included many that had been widely reported in China and abroad, such as grave production safety accidents, food and drug security incidents, commercial swindles, production and sales of counterfeit products, tax evasion, fraudulent financial claims, and academic impropriety. Critically important, in terms of China’s ability to meet its political and economic objectives, was closing the perceived gap between the extent of integrity in “government affairs and judicial credibility, and the expectations of the popular masses.” Social credit was to be applied to the important challenges posed by this gap.

To develop a comprehensive project of social credit-based regulatory structures, the document pointed to transformation in four key sectors: government, commercial activities, social integrity, and judicial credibility.

construction with society were to be a prominent feature of the initiative. With respect to completing the legal system, standardizing development, the project was to “[p]rogressively establish and complete credit law and regulation systems and credit standards systems, strengthen credit information management, standardize the development of credit service structures, safeguard the security of credit information, and the rights and interests of information subjects.” In the context of comprehensive planning, and graduated implementation, the initiative was to be structured as a gradual building up of what eventually would be a comprehensive system touching on substantial areas of public life. (“In view of the long-term nature, systemic nature and complexity of social credit system construction, strengthen top-level design, . . . plan the overall picture comprehensively, plan systematically, organize implementation in a planned and graduated manner.”). The initiative was to be designed to foster breakthroughs in focus points, to strengthen application through small projects that could be scaled up. (“Choose focus areas and model regions to launch credit construction demonstrations. Vigorously spread the socialized application of credit products, stimulate the interaction, exchange, coordination and sharing of credit information, complete combined social credit reward and punishment mechanisms, construct a social credit environment of sincerity, self-discipline, trust-keeping and mutual trust.”). The document in its “Circumstances and Requirements” section spoke to a set of circumstances and requirements posing challenges and requiring action. These included an “assault phase” tied to deepening economic structural reform and perfecting the Socialist market economy system. Social credit initiatives were also tied to what were perceived as a strategic opportunity to accelerate transformation of the Chinese development method. Of greater concern was the perception of economic and social transformation unresponsive to traditional methods of public bodies. The document posited that society is becoming less homogenized (“pluralized”), that social contradictions are prominent, and that social organizations and management methods are seeing profound change. The move to social credit was a recognition of those trajectories. Lastly, the document noted the challenges posed by economic globalization. For China these included the need to deepen international cooperation and exchange, to establish international brands and reputations, to reduce foreign-related transaction costs, and to improve the country’s soft power and international influence to better “master new globalized structures.”

The document made it clear that the development of social credit structures was to be closely aligned to the CCP Basic Line as amplified in statements from 18th CCP Congress and concluding Plenums. See id.

44. Id.
45. Id.
46. Id.
47. Id.
48. Id.
49. Id. ¶ II(1)–(4).
In the context of government, social credit was to be used as a trigger for a variety of governmental actions. That is, the objective of social credit scoring is to create a seamless connection between access to services, especially popular services necessary for economic success, and social credit scores. And social credit scores would be understood as the composite (expressed as a number) of the analytics of the aggregate of the activities and associations of those who are subject to scoring. That, in turn, requires a substantial amount of data harvesting—sufficient, in fact, to produce data robust enough to produce a “score” that then can be seamlessly tied to certain consequences. In the governmental area, those consequences, as the document suggests, can be quite important. Yet, in the government sector, social credit scoring is also considered to be an important element in two other related areas. The first is to gauge the quality and consistency with which government agreements and commitments are honored. The second is the use of social credit scores to monitor civil servants. Yet, the ambitions for social credit as a behavior management substitute for law and administrative regulation might be focused on economic relations (recall the relationship between social credit and the advancement of socialist modernization under the Chinese Communist Party (CCP) Basic Line).

Social integrity and judicial credibility round out the initial scope of focus for the construction of social credit system mechanisms for behavior management. Social integrity issues focus on societal behavior and norms. Socialist modernization has always included an element of social progress. These are identified herein for further refinement in ways that are now to be data-driven and disciplined by algorithms that can impose consequences grounded in the “scoring” produced from the analytics developed from data based on governmental objectives. While Westerners may view this as intrusive, it may be more different in form than in effect compared to what passes for “normal” in Western societies. Anti-smoking campaigns and eugenics programs by employers are sourced in the same determination that institutions shape social relations and norms. Judicial credibility goes to the

50. Id. ¶ II(1). These included activities that required administrative permission, government procurement, tendering and bidding, labour and employment, social security, scientific research management, cadre promotion and appointment, management and supervision, application for government financial support and other such areas, and foster the development of a credit services market.

51. Id.

52. Id. ¶ II(2). These include the use of social credit in a variety of areas of commercial activity: production, logistics, finance, taxation, pricing (“clear retail pricing”), project construction, government procurement, tendering and bidding, transportation, e-commerce, statistics, services sector (professionals), advertising, and enterprise governance (including CSR).

53. Id. ¶ II(3).

54. Id. ¶ II(4).

55. The document speaks to the close connection between social credit in the societal sphere and the construction of a socialist core value system. Id. ¶ III.

56. Areas of focus include healthcare, birth control, hygiene, “social security,” labor and employment, education and scientific research, culture, sports, tourism, intellectual property rights, environmental protection, credit records for natural persons in economic and social life, and Internet application and services. Id. Some of these, of course, can have profound effects on social life and the way people order their relations.

57. In the university context, see, e.g., Larry Catá Backer, The New Eugenics—The Private Sector, the University, and Corporate Health and Wellness Initiatives, MONITORING UNIV. GOVERNANCE (July
heart of the authority and legitimacy of the judicial and prosecutorial systems. It suggests that the data-driven analytics at the heart of social credit systems, as well as the application of the algorithmically-generated systems of incentives and punishments derived from judgments about the aggregate data produced by officials in the course of their work (now monitored), would increase the credibility and the integrity of the system as a whole. 58

Social credit regimes can be embedded only if they are transformed from an exogenous system of commands (like traditional law and regulation, increasingly seen as a Western construct with all of its limitations for socialist development) to an endogenous system of self-control. To these ends, education plays a key role. 59 Indeed, there is a focus on the re-construction of the classroom as a moral space, 60 an analogy in the West well understood at least among certain sectors of the Western intelligentsia. 61 Classroom education, then, becomes cultural education, something that in turn is meant to engage society as a whole. 62 This involves a constant three element process. The first involves the establishment of models of appropriate conduct. 63 The second touches on the launching of topical activities concerning sincerity. 64 The third focuses on the development of campaigns that target conduct and norms of which the state disapproves. 65 Lastly, this new approach to education is also now transformed into a distinct field of study, with the state committed to finding the development of social credit management as a field of scholarly study through research and training programs. 66
The document then considers the means of building this comprehensive
new model of governance through social credit. A key element is the
establishment of credit information exchange and sharing. That is, for
social credit systems to work, there must be in place a robust internal market
for data that is made available across the enterprise that is the state. 
Information-sharing, in turn, depends on information harvesting. Where
information sources are not the same entities as information users,
potentially complex systems of sharing and use must be developed, along
with a mechanism for pricing information. The West, in this respect, appears
to be ahead of China, but only in the construction of robust markets for data
outside of the state (and subject to increasing scrutiny and criticism by non-
state actors). For China, that appears to mean development in four areas:
(1) sectoral credit information systems; (2) local information systems; (3)
credit investigation systems; and (4) uniform credit investigation platforms
in the financial sector.

The social credit system’s objectives, of course, are behavior
management, and the reconstruction of self-reflexive cultural norms that
embed, that is, that make endogenous, behavior constraints. The goal is a
self-policing nation guided into appropriate behaviors. To those ends, the
document considers a number of mechanisms that must be developed to
operationalize social credit systems as a comprehensive behavior
management system. These include incentive structures and punishments for
deviations; legal, regulatory and standards systems for credit; standardized
credit service markets; protection for the rights and interests of credit
information subjects; special rules for confession and self-correction; and
credit information security management systems.

Within social credit systems, the role of law and administrative
regulation assumes a specific character. Law and administrative regulation
become necessary first to establish social credit regimes, and then to provide
the authoritative structures and operating rules of those systems. They are
effectively constitutive—the way that constitutions provide a space for
traditional lawmaking (and administrative regulation) in twentieth-century
states, or the way that international law is sometimes used to establish
international organizations to which states may cede some regulatory
authority. Social credit systems, then, depend on law not as the source of its
normative rules, but as an ordering device. Those who operate these social
credit systems assume the role once traditionally held by administrators in
public agencies. Clearly, those systems must operate within the political
constraints of the system, but that speaks to its relation to the CPC rather
than to the state apparatus. In any case, these key issues are at their formative
stages as central authorities, provincial and local governments, and large
private enterprises begin to generate an increasingly complex and
interwoven set of rules. These rules, in turn, establish operating systems for
the harvesting of data, its sharing, the analytics applied to make it useful, and

67. Id. ¶ IV.
68. Id.
69. See infra note 184.
70. Planning Outline, supra note 22, ¶IV.
71. Id. ¶ V.
the algorithms from which rewards and punishments are determined. Though the Western press has tended to focus only on the last piece of this complex process, it is the entire system that merits attention and further study.

Beyond its important but quite specific national context, social credit poses challenges, not just for China, but as a general proposition inherent in this form of governance. The challenges are grounded in the way that social credit—ratings and rewards—systems must be built. Institutions built on ratings and rewards function through the institutionalization of processes through which ratings can be generated through targeted data harvesting, applied to proprietary algorithms, and coordinated with consequences in the form of incentives and punishments. Thus understood, the challenges assume a pragmatic character and can be usefully divided along standard categories. The first consists of system construction challenges.72 These include issues of integrity (诚信) in system construction, as well as integrity (诚信) in data identification and harvesting. The second touches on management problems.73 These include problems of coherence across a vast governmental sphere, the integration with private social credit offshoots, and the control of administrative abuse in system operation. The third consists of a set of political issues.74 These require specific attention to proper political leadership and a fidelity to the CCP Basic Line. They include the complex problem of integration with political and systems standards outside of China and affect Chinese enterprises operating abroad. The fourth includes a host of technical issues.75 Among the most important of these are data harvesting,

72. The construction of data-driven systems has been of intense interest in the business field. Based on the 2014 State Council Planning Outline Notice, the Department of Commerce developed internal policy details to implement a social credit project with a specific focus on the commerce area. This general policy guideline highlights the application of social credit at the consumer service industry, as well as large fields such as the insurance sector. See Shangwu guanyu Jiaquai Taijin Shangwu Chengxin jianshe Gongzuode Shishi Yijian (商务部关于加快推进商务诚信建设工作的实施意见) [Opinion on implementing measures to further advance commercial sincerity] (Oct. 13, 2014), SHANGWUBU (商务部) [Dept. of Commerce] http://www.mofcom.gov.cn/article/h/redht/201410/20141000757690.shtml.

73. Managing data systems, especially coordinating such systems with the objectives-based and norm-protective systems of rules, has been the subject of some study. For example, NDRC, China’s top economic policy maker issued detailed policy statement on the E-commerce related social credit issue. The policy endorsed a new social credit measure to promote security and a fraud-free E-commerce market. See Guanyu Quanmian Jiaqiang dianzi shangwu lingyu chengxin jianshe de zhidaoyi (全面加强电子商务领域诚信建设的指导意见) [Guiding Opinion on Further Improve Sincerity in E-Commerce Industry], CYBERSPACE ADMIN. OF CHINA (Jan 17, 2017), http://www.cac.gov.cn/2017-01/17/c_112032361.htm.

74. Political issues have been traditionally targeted to the collection and use of data by government. See, e.g., Zhengyu Chengxin shi Diyi Chengxin (政务诚信是第一诚信) [Political Sincerity is the Priority of the All] PEOPLE.CN (Feb. 10, 2015), http://politics.people.com.cn/n/2015/0210/c70731-26535660.html. But enterprise behavior has also become important in the discussion. This is especially true when there are more and more scandals involved with the data breach and fraud in E-commerce. See, e.g., Qiu Yewei (邱亚伟). Dianzishang wangyuechengxinnqishi yachenxing de goushi (电子商务诚信缺失与诚信的构建) [The Lack of Good Faith in E-Commerce Transaction and Restoration of the Good Faith], 1 ZHENGFA LUNTAN (政法论坛) [Political and Law Forum] 165–167 (2008).

75. This issue becomes more pertinent when there are multiple social credit experiments led by different agencies and departments with different focus. Unlike national identification number or passport system that administered by a singular agency in the government system, the social credit system is
data retention, and data integrity. The last challenge consists of interpretation challenges. Among these are the problems of integrity (诚) in the construction and application of algorithms through which ratings are assigned, the construction of meaning from the data itself, and the ultimate difficulty of ensuring integrity (诚信) in the social credit system itself.

This section considers these issues in the following forms: first, the challenge of social credit as systems of norms and of techniques; second, the pragmatic challenges of social credit as informatics; third, the challenge of control; and fourth, the challenge of social credit as a system of governance.

A. SOCIAL CREDIT AS NORM AND TECHNIQUE

All social credit systems, whether in China or as rating systems in the West, embed a strong normative element. That is, all rating systems construct norms and values even as they appear to measure norms and values received from other sources. In a more general sense, the compliance function at the heart of social credit or rating systems is a function of both observation and the knowledge of being observed. These can be understood in two distinct senses.

The first is substantive. Values are what you measure; what you measure are values. It follows that even where conformity to underlying normative assumptions can be preserved, the very operation of systems grounded in surveillance and assessment will necessarily evolve those norms as they seek to apply them. The second addresses the normative element inherent in implementation. It may not be useful to adopt the traditional view of implementation as a merely ministerial task that is little more than an assemblage of techniques in the service of political or values-complying goals. Rather, sophisticated social credit or rating systems appear to move away from an assumption that surveillance and monitoring are passive responses to “bad conduct” and to an active principle: that surveillance (understood as data-based assessment of conduct) is an essential component of any normative system. Surveillance normativity thus posits that law is not self-enforcing.

Those subject to the obligations of law must be made to obey positive commands, and prevented from shirking their duty to comply with negative obligations (the obligations to refrain from doing). Those

implemented through multiple experiments led by different agencies or departments. Further exploration is needed for technical optimization. See Liu Yongfeng (刘永锋), Dui Zhengxin Jiangguan Toxi Jianshe de Sikao (对征信监管体系建设的思考) [Thoughts on the Construction of Credit Supervision System], 2 FA ZHAN (发展) [Development] 56–60 (2011).

76. Concerns for the interpretation is grounded with an awareness of the potentiality of the technology and the reality of technical obstacles. Under cautious optimism, the implementation of the social credit and its function is restricted by its technical capacity. See Shi Mingsheng (时明生), Qukuanlian Jishu zai Zhengxin ye de Yingyong Tanxi (区块链技术在征信业的应用探析) [Application of Blockchain in Social Credit Project] 1 ZHENGXIN (征信) [Credit Collection] 20–24 (2018).

77. See, e.g., WILLIAM G. STAPLES, EVERYDAY SURVEILLANCE: VIGILANCE AND VISIBILITY IN POSTMODERN LIFE (2000) (discussing integration into everyday practices to extract from those practices the parameters of deviance for the creation of incentives toward the approved behavior).
subject to such obligations are no longer presumed to do so unless evidence to the contrary is produced. And that compulsion no longer comes at the point of a gun or in the uttering of individual representations of the legitimate authority of the state. Instead, it comes through the gaze; systems of constant observation combined with a self-awareness of being constantly observed that together coerces a particular set of behaviors tied to the character of the observation.78

The implementation of ratings or social credit systems changes the fundamental nature of the relationship among the state, the systems employed to ensure social harmony, and the advancement of the collective welfare of the nation. The change in the nature of the relationship between implementation surveillance normativity and individuals from command to compliance also changes the nature of the relationship between the individual and the state from passive to active. It is perhaps best understood in the context of the rise of a social “duty of loyalty”79 at every level of the social order (acting for the benefit of the organization rather than for personal benefit) and the consequential focus on “corruption.”80 Social credit and rating systems thus produce a strong normative change in the fundamental organization of society—requiring active positive participation rather than passive obedience to the letter of command.

It applies with equal vigor in the private sector as well. “Tencent is zooming in on the credit structure in a sector it’s dominating: gaming. The world’s largest game developer by revenue just launched a credit rating system for online game players according to an announcement made on its Weibo.”81 The object is to manage demand (upwards). But social credit analytics are also constructed to maximize the value of the product.

According to the firm, the scores are evaluated on a monthly basis from several aspects including completeness of account information, activity, gaming assets, security contribution and cheating behaviors. Spending more time in-game, real-name authentication and reporting cheating by others would help elevate the credit score. Cheating,
spreading illegal information and using bad language will reduce the score. It follows that the reward and punishment system is also geared to increasing demand and corporate income. “Players with high scores will be able to get chances to join internal tests of new games and get virtual presents.”

B. SOCIAL CREDIT AS INFORMATICS

Social credit or ratings systems are built on data. Without data there are no algorithms to interpret human or institutional behavior, no means of judging such behavior, and no manner of developing effective systems of consequences implied by the value attributed to the rating. But data itself is highly problematic—and also a highly political exercise. The challenges posed by data can be usefully divided into several parts.

First is the basic issue of data identification. What is raw information? What is judgment or conclusion? An easy example of this problem is “race”: is it raw data or is it a judgment? These questions are not merely technical, they require application of core cultural, political, and normative assumptions to distinguish between raw facts (data) and the inferences from data. For example, if one were to rate gardens based on the number of flowering plants in it, one might have to distinguish between garden flowers and weeds—that distinction is grounded not in fact (both plants flower) but in cultural decisions to distinguish between them in ways that may change over time.

The second challenge is the issue of data choices. One may be able to collect everything, but not everything will be useful for assessment and rating. Distinguishing between relevant and irrelevant data becomes a social, political, and economic act. Thus, decisions about what is included or excluded in harvesting data help color analysis and provide evidence of normative bias or instrumental use of data.

The third challenge includes a host of data collection issues. Among these are the modalities of collection, which pose the following questions: must data be provided by those who generate it, will the state collect it itself, or will there have to be created specialized enterprises the purpose of which is data collection? These are understood as issues of data collection activity or passivity (intake issues). Another set of issues concern data scope, that is the identification of what is collected, for what period, and how it is retained.

83. Emma Lee, supra note 81.
84. On the importance of data in the construction of systems, see, e.g., Stephen Dillenburg, Timothy Greene & Homer Erekson, Approaching Socially Responsible Investment with a Comprehensive Ratings Scheme: Total Social Impact, 43 J. BUS. ETHICS 167 (2003).
87. MCCLANAHAN, supra note 36, at 66.
Yet another collection issue centers on focus. That is, social credit and rating systems must develop a coherent understanding of the way collected data will be organized and distributed. Related to these are issues of capacity to collect.88 These include a host of problems dealing with the technical capacity to collect and use data. Lastly, there are the challenges of the analytical framework—the algorithm.89 Among the most important of these is the fundamental issue of human or mechanical interpretation.90 The move toward artificial intelligence does not solve the problem; it merely complicates the issue. Artificial intelligence, in this sense can be understood as shifting the focus of decision-making from lower tier decisions about system operation to more abstract operational level decision-making.

The fourth challenge includes issues of evaluation and sufficiency— that is, issues of transition from data collection to the extraction of information from data.91 These touch on the two-way relationship between data collection and the objectives of collection. The choice of data can fundamentally affect the character of the information produced from data.92 At the same time, assessments of the character of the need for information may affect the scope of the data harvested. Sufficiency issues include verification of data (an enormous issue of system integrity), data management (an issue of corruption), exposure (an issue of privacy), and confession (an issue of enforcement and management). Related to issues of evaluation are those of transparency. Transparency is the active element of surveillance.93 The power of secret and public information includes not just the collection of data, but also the distribution of ratings and the publication of the consequences in terms of reward and punishment.94 These issues, in turn, generate data that might itself require response from the system.

90. Fan Xiaoxi (范晓忻), Dashuju Zhengxin yu Xiaowei Qiye Rongzi (大数据征信与小微企业融资) [Big Data Credit System and Micro Financing], 22 ZHONGGUO JINRONG (中国金融) [China Finance] 81 (2014).
92. Id.
Ultimately these issues suggest the broader challenge of coherence and legitimacy.\textsuperscript{95} The connection between the data, the interpretation, and the judgement must be explored. More importantly, it is related to the issue of system integrity and therefore of the legitimacy of the system as a means of managing behavior and applying social, economic and political norms. These issues are central, for example, to the construction of social credit systems in China, at least in theory.\textsuperscript{96} Lastly, of course, systematic integrity issues touch on the legitimacy of leadership and of their own fundamental obligation to the state and society.

C. SOCIAL CREDIT AS CONTROL

All social credit and rating systems have control as their primary object.\textsuperscript{97} While the control element of law and regulation is grounded in command obedience, the control element of a social credit and ratings system is grounded in assessment, incentive, and compliance. That fundamental difference in form does not change the character of the objective, just the means to its realization. Social credit and rating agency mechanisms substitute the certainty of legal command for the incentive structures of inducement and exposure—the public rating.\textsuperscript{98} But the transformation makes it easier to shift the costs of compliance from the state (which always has the primary obligation to monitor and enforce) to the objects of the enforcement.\textsuperscript{99} The great control value of social credit and rating agencies is the incentive it provides for self-enforcement through the correlation between behavior and rewards/punishments selected through algorithms (thus reducing enforcement costs and shifting its forms to data gathering and imposing rewards and punishments, rather than to the policing function).\textsuperscript{100} Yet these self-enforcement systems still require law—not as a normative but as a structuring tool (in the way that law might be understood in the West

\textsuperscript{95} Li Jin (李晶), Woguo Shehui Xinyong Tixi Jianshe zai Xindai Lingyu de Yingyong (我国社会信用体系建设在信中的应用) [The Development of Social Credit in China’s Financing Field], 3 ZHONGGUO CHANJING (中国产经) [CHINA INDUSTRY & ECONOMY] 68–72 (2018).

\textsuperscript{96} Chen Xinnian (陈新年), Cong Shehui Zhili Chuangxin Shi jiaou Kan Tuidong Shehui Xinyong Tixi Jianshe (从社会治理创新视角看推动社会信用体系建设) [The Development of Social Credit System, A Prospective of Innovating Social Governance], 11 HONGGUAN JINGJI GUANLI (宏观经济管理) [MACRO-ECONOMIC MANAGEMENT] 57–60 (2017).

\textsuperscript{97} Shao Yanjin (邵延进), Shehui Xinyong Tixi Jianshe Bixu yi Fagui Chuangxin de Zhengxin Tixi wei Jichu (社会信用体系建设必须以依法规范创新的征信体系为基础) [The Necessity for Chinese Social Credit System Construction to Regulate and Innovate Credit Reporting System by Law], 10 Zhengxin (征信) [Credit Collection] 4–7 (2017).

\textsuperscript{98} Yu Jingjing (余晶晶), Liu jia (刘佳) & Li Jingxuan (李敬轩), Shehui Xinyong Tixi Jianshe deDuogan Sikao (社会信用体系建设的若干思考) [Thoughts on the Construction of Social Credit System], 1 Dangcheng Ganbu Luntan (党政干部论坛) [Cadres Tribune] 18–19 (2017).


\textsuperscript{100} As one Western journalist quipped in an article, “If you need a loan, it might be time to unfriend that human rights lawyer – and ‘like’ that Communist Party official.” Tom Holland, China’s credit ratings plan: from social media to medium of social control, SOUTH CHINA MORNING POST (Feb. 5, 2018), https://www.scmp.com/week-asia/opinion/article/2131737/chinas-credit-ratings-plan-social-media-medium-social-control.
when deployed to protect and enhance the integrity of markets). This objective has been suggested by Chinese authorities in the development of travel blacklists for low scoring individuals.\textsuperscript{101} They also have utility for preserving military discipline.\textsuperscript{102}

But the control objective also creates a set of new challenges. The first of these is the \textit{location of control power}. Deciding where to locate the power to make fundamental determinations with respect to data identification, algorithm, and rewards and punishments effectively carries with it the power of controlling behavior. The choice is between localizing this power in provinces and cities, or retaining it in the central government. Invariably compromise will be necessary. But the resulting architecture of control, locating some power along the entire spectrum of the governmental apparatus, will carry with it a set of administrative problems. These will inevitably produce \textbf{the need to create a meta-social credit system} to oversee the administration of all social credit systems throughout the country.\textsuperscript{103} In China, that might be connected to the development of a supervisory system under the State Supervision Law.\textsuperscript{104}

In China, meta-social credit or ratings control agencies will have to have the task of ensuring integrity and sincerity (诚信) among all aspects of social credit or ratings throughout the state and in the private sector.\textsuperscript{105} Critical tasks will likely include creating a central authority for assigning responsibility for the production of information.\textsuperscript{106} Related to this will be the responsibility of active data production—something requiring state supervision and a strong leadership role for the Communist Party.\textsuperscript{107} Even more challenging will be the task of developing and monitoring passive harvesting through state and private agencies. These create issues of integrity (诚信) of their own.\textsuperscript{108} Meta-social credit systems will likely also face the issue of coherence in rules for controlling access to data and interpretation algorithms, as well as for determining the use of information.\textsuperscript{109} Shifting the identification and

\begin{footnotesize}
\begin{enumerate}
\item See, e.g., Campos Santiago, \textit{China plans to offer incentives for positive social credit ratings}, GLOBAL TIMES (June 10, 2018). The reporting noted: ""Publishing a list of offenders has made it possible for society to sanction people with low credit. Now what is needed is to perfect the legal framework, with better sharing of credit information, or a better bankruptcy law, so that a complete credit system encompassing individuals, companies and government departments can be achieved," said Tian."
\item Fu Danni, \textit{Soldiers Put on Social Credit Blacklist for Leaving Service}, SIXTH TONE (Mar. 19 2018), https://www.sixthtone.com/news/1001938/soldiers-put-on-social-credit-blacklist-for-leaving-service ("Three servicemen who refused to fulfill their military obligations in the eastern province of Anhui were fined 30,000 yuan ($4,700) each and banned from planes and trains for two years.")
\item Shehuixinyong Dixiu Jianshe de Ruogan Sikao (社会信用体系建设的若干思考) [Thoughts on Promoting Social Credit System], Zhongguo Jingrong (中国金融) [China Finance] (Aug. 11, 2014), http://www.wenming.cn/ll_pd/sh/201408/t20140811_2112153.shtml.
\item Planning Outline, supra note 22.
\item MONTGOMERY VAN WART, \textit{LEADERSHIP IN PUBLIC ORGANIZATIONS} 38 (M.E. Sharpe 2008).
\item OLGA GALININA, SERGEY ANDREEV, SERGEY BALANDIN & YEYGENI KOUCHERYAVY, \textit{INTERNET OF THINGS, SMART SPACES, AND NEXT GENERATION NETWORKS AND SYSTEMS} 406 (Springer 2017).
\item DAVID KIRSH, \textit{FOUNDATIONS OF ARTIFICIAL INTELLIGENCE} 111 (MIT Press 1992).
\end{enumerate}
\end{footnotesize}
management of raw data up to controlling institutions while moving judgment-making and consequence-dealing responsibilities down from controlling institutions will serve as an important challenge to the construction of legitimacy enhancing systems that push forward any all-around program of using social credit or rating to advance socialist modernization in the social, political and cultural spheres, and to a lesser extent, the economic sphere.

D. SOCIAL CREDIT AS GOVERNANCE.

Buying video games, for example, can lower your social credit score under Sesame Credit’s system... Wired magazine spoke to Sesame Credit creators Alibaba in late 2017: “Alibaba admits it judges people by the types of products they buy. ‘Someone who plays video games for ten hours a day, for example, would be considered an idle person,’ says Li Yingyun, Sesame’s Technology Director.”

The necessity of considering the control elements of social credit, and the likely need for meta-social credit agencies as the primary monitoring and rating force of social credit systems, nationally touch on the largest and most challenging issue of governance through social credit or rating systems. This is the problem with the character of governance and its enhancement of rule of law now understood in an entirely new, and perhaps uniquely socialist way. It touches on a transformation of governance that has affected all aspects of control in the West in the form of gouvernmentalité—a linking of governance with the techniques of its power.

But to embed social credit as a means of providing integrity (诚信) in the governance process itself by changing the ultimate character of the interactions between the state and the masses will require an advancement of ideological thinking. Yet this advancement ties in nicely with contemporary views of the fusion of politics, economics, and security managed through the apparatus of institutions, sometimes privileging the state (e.g., China) and sometimes de-centering political institutions within fractured networks of power (e.g., the West), but always focusing on the population. “This state of government which bears essentially on population and both refers itself to


112. To govern, then, means to govern things. See, Mascini & van Erp, supra note 8, at 94.


and makes use of the instrument of economic savoir could be seen as corresponding to a type of society controlled by the apparatuses of security. It has been suggested that the system of social credit is inherently compatible with the core elements of the self-reflexive character of the Chinese political system.

In the first instance it requires reconsidering the role and character of policing in modern socialist (and Western) societies. Policing appears to have become a primary focus of governance. In the United States, for example, the Federal Securities Law can be understood as the construction of a legal order that centers its effectiveness on the disclosure and policing of compliance with rules. That ultimate regulator, the federal government, selects the data to be gathered, deploys corporate outsiders to monitor internal surveillance efficiencies, defines the boundaries of effective analysis (that is of analysis with legal effects), and selects the judgment to be made from certain clusters of information, but not from others. In that context, one can understand the character of governance through law. Surveillance, here in its normative/regulatory guise, confronts the issues: Is there an ideal from which deviations can be judged, and at what point is deviation severe enough to merit discipline and correction? The answer increasingly appears to be no... and yes!

Yet the move to policing and compliance through systems of data harvesting that produce ratings through the judgement of an algorithm that leads to incentives or punishment will—like the legal and regulatory systems that preceded it—also produce resistance. In the context of social credit and rating systems, that resistance might tend to use similar techniques as the system that is being resisted. For example, the control of crowds and mass protests through the techniques of surveillance has been met by evolving techniques of resistance based on the same techniques deployed to control crowds.

121. It has been noted that “[i]t will therefore be critical to examine how strategic relations between the state and private sector are materialized through the national information superstructure and how enclosure of social communication is achieved through the policy and legislative process of making the system mandatory, a process that may simultaneously open black market identities for those citizens who seek to escape the state-corporate nexus of determination.” Ramon Salim Diab, Becoming-Infrastructures: Datification, Deactivation, and the Social Credit System, 1 J. CRITICAL LIBRARY & INFO. STUD. 1, 18 (2017).
122. Id.
It is also important to remember that this form of governmentality follows the normative basis for political organization. Social credit and ratings systems can have an inherently distinct socialist and Western character, grounded in the political ideologies of each system and the customs and traditions of the specific state in which it is used. In the West, that governance power of surveillance and control has fractured and one can expect social credit systems to remain the province of private enterprises as well as of state organs. One can expect a growing coordination of efforts. But it is unlikely that a centralized social credit system will emerge, even as the aggregation of all social credit sub systems effectively change the aggregate character of governance in Western societies. In China, the forms of governmentality are going in the opposite direction. One can expect centralization through the state and the construction out of cooperative partnerships with private enterprises, whose own sub-systems can be integrated with the overall state system, even as it is permitted a certain autonomy within its specific area of activity.

III. THE INCORPORATION OF SOCIAL CREDIT AS NORM, TECHNIQUE, INFORMATICS, AND GOVERNANCE IN THE WEST.

One starts in the West with the ideology of rights at the dawn of the age of big data governance. Within the purview of the state, individual rights are collectively expressed but individually performed, and thus judged in relation to the expectations of those who control the apparatus of state in its governmental and societal forms. Rights are the collective expression of those individual activities that the state must protect or against which the state may not interfere. Collective rights individually applied appear to be the principle on which the state (and eventually private collective to some extent) has been managed within the cage of law. Still, the power relation always tilts toward the state and toward the preservation of the right, understood as “property” in the hands of the collective in whose service the state is constituted. This is a different but perhaps useful approach to Western conceptions of rights in ways that may resonate with the modern mind—that “rights” are the aggregated terms under which a state retains the Western version of the Chinese political notion of “mandate of heaven” (天命).

All of this is well known and well worn. Its modern manifestation—even within the fractured politics and societal control battles among the various ethnicities, religions, genders, and classes that now constitute the tribal structures of the United States—attest to the vigor of the notion of collectivity (even when fractured) in norms and individuality in performance and discipline. The intensification of modern battles among these tribal units for control of national space has produced the large number of so-called political conflicts of our own day. This is nothing new, of course. Religious factions previously had long sought to apply their own structures “extraterritorially” within national spaces, and those tools of aggressive

expansion have now been taken and refined by others eager to expand the sting of their collective norms beyond their volkish (ethnic and national) boundaries.¹²⁴

That this has now been deeply embedded within the politics of the state is merely the acknowledgement of the growing popular taste for the expansion of the jurisdiction of the state into virtually every facet of life—and thought. And that appears to have opened a door that technology has constructed and the private sector has long inhabited—the world in which the collective right itself becomes an incarnate object(ive) and its subjects the individuals whose performance of rights serves as evidence of the incarnation of the right (collectively). At the same time, that transformation both elevates the individual to a position as the ultimate target of rights, and simultaneously reduces the individual to nothing more than that expression. The individual is “seen” only through its performance of abstract principles (rights), and it is those collective rights that then assume concrete form. Consider the individual in the territory of the enterprise. She is the sum of her shopping habits, her consumption of food and other objects. She may be reduced to the sum of her “Netflix” account or her reading purchases from iBooks or Amazon, in the same way that a corporation is sometimes reduced to little more than its financial statements.¹²⁵ Her political views are understood as the sum of her donations to charities and her political affiliations. She becomes “real” only when seen against the accumulated consumptive choices she makes (one can consume politics and religion as easily as one consumes a bowl of porridge). But she is more than that—this aggregation of choices that re-incarnates the abstracted individual (in the face of collective rights) also opens the possibilities for judgement, discipline, and control. Judgement comes when the collective offers its view of the value (collectively) of the exercise of individual rights (eating fatty foods, drinking, viewing certain movies, etc.).

Discipline comes when the costs of choices can be imposed on the individual (bad credit ratings increases the cost of borrowing; smoking raises costs of health benefit plans, etc.).¹²⁶ And control comes when aggregated data of choices suggests the turn of policy in terms of managing the range of choices and directing choices toward particular ends (offering vinyl records, restricting the sale of liquor, etc.).¹²⁷ When combined with the flexibility of markets for information, and consent driven transactions, Western social credit systems can be embedded within the ecologies of market driven policies.

A brand new fintech, Lodex, will allow the public to combine credit scores and an optional social score to get better rates through lenders

and finance brokers. The auction-style platform lets individuals share these scores anonymously, set up an auction from their smartphone and watch the bids come in. It will be free for consumers.\textsuperscript{128}

Sometimes, this integrated credit scoring is not done with the complicity of the parties; where Chinese social credit speaks to integrity and social obligation, Western constructions of private social credit systems speak to risk.\textsuperscript{129} And, indeed, the dynamics of integrated social credit style systems—from data harvesting, to analytics, to the application of algorithms to deliver rewards and punishments—has already become part of some prominent internet based games.\textsuperscript{130} And with it, an entire generation of individuals will be trained to see in such systems nothing either extraordinary or threatening.

The power of surveillance and data analytics is not limited to the private sector. And indeed, the traditional focus of information has been tied to the power of the state and the integrity of its political organization and operation—usually encased in substantial and complex systems of law.\textsuperscript{131} The conventional problems fall into two categories.\textsuperscript{132} The first is collection


\textsuperscript{129} This has emerged in the Indian loan industry. “As banks sharpen their internal assessment of risk before lending, they are investing in analytics, data gathering and use of social media more now than on conventional tools like score from credit information bureaus, which capture borrowing.” Joel Rebello & Saloni Shukla, Forget Credit Rating, Your Social Media Posts May Decide Whether You Will Get a Loan or Not, ECONOMIC TIMES (Dec. 13, 2017), https://economictimes.indiatimes.com/industry/banking/finance/banking/forget-credit-rating-your-social-media-posts-may-decide-whether-you-will-get-a-loan-or-not/articleshow/62044761.cms. These social credit structures access both generally available posting and also data harvesting through convenience features like mobile banking apps to harvest and use data:

“Credit bureaus are increasingly becoming irrelevant,” says Dipak Gupta, joint managing director at Kotak Mahindra Bank. “Traditionally, we have had 40% weightage to bureaus, but because there is so much data available that weightage may be 20%.” In March, Kotak launched a digital savings bank account, which allows customers to save and pay using their mobile phones. Gupta said the information that the bank got through mobile phones is very useful to make credit decisions and also to prevent fraud. \textit{Id.}

\textsuperscript{130} “I was an avid World of Warcraft player until one day the game changed unfavourably. Developers introduced a thing called a gear score, which gave every player a rating based on what items they possessed. . . . Suddenly players with low scores were locked out of group opportunities and many doors to advance in the game closed shut.” Simon Waters, Editorial, Warning, Your Social Score Is Below Acceptable Levels, New Zealand Herald (May 3, 2018), https://www.nzherald.co.nz/technology/news/article.cfm?c_id=5&objectid=12041421.

\textsuperscript{131} “In fact, the level of coordination between agencies and bureaucracies of the state implied by the term surveillance, with its connotation of linkages between data collection and repression, suggests capabilities that the state may not possess.” Akhil Gupta, Governing Population: The Integrated Child Development Services Program in India, in STATES OF IMAGINATION: ETHNOGRAPHIC EXPLORATIONS OF THE POSTCOLONIAL STATE 65, 88 (Thomas Blom Hansen & Finn Stepputat eds., 2001); see also Mitchell Dean, “Demonic Societies”: Liberalism, Biopolitics, and Sovereignty, in STATES OF IMAGINATION: ETHNOGRAPHIC EXPLORATIONS OF THE POSTCOLONIAL STATE 41, 59–61 (Thomas Blom, Hansen & Finn Stepputat eds., 2001) (discussing data collection and repression in the context of biopolitical racism).

by prosecutorial and police/security services. This tends to be the most contentious and political. The second is the harvesting and use of massive amounts of information by administrative agencies directly or collaterally related to their missions. These “are problems of information processing—the storage, use, or analysis of data—rather than information collection. . . . but they also affect social structure by altering the kind of relationships people have with the institutions that make important decisions about their lives.”

As governmental operations have expanded, information has sometimes come to be used in a manner and under information cultures that mimic those of the private sector. These include all of the usual issues—coherence in data policies, cooperation within an organization, legal constraints, and the like. The governance utility of these programs are better known now. One example is the disciplinary power of the American Food Stamp Program. Virginia Eubanks has shown how the introduction of the electronic benefit transfer (EBT) system has altered the lives of poor people receiving food stamps since the Welfare Reform Act of 1996. She argued that the imposition of the new system facilitated an intensification of surveillance that significantly limited people’s ability to meet their needs in their own way—they had to stay within the constraints of the system that both monitored and provided benefits. She noted how as the system intensified monitoring and data extraction, it ironically became much more opaque and arbitrary—in the sense that it could not be reasoned or engaged with. Lastly, she noted how data harvesting itself then served to distort the lives of individuals by fracturing the data generated through surveillance and engaging in data transactions that effectively fragmented knowledge as it constituted and reconstituted data to suit the needs of end users. This last effect was intensified as governmental efforts were privatized and data itself provided a means of commodifying and extracting value from data generating services.

133. “Granted, the federal government, law enforcement, and private sector rely on information gathering in order to protect the general welfare, fight crime, and conduct business. But the surveillance of citizens has risen so sharply in recent years that the ACLU warns against the potential for abuse.” DAVID M. KAPLAN, READINGS IN THE PHILOSOPHY OF TECHNOLOGY 247 (2d ed. 2009).


137. The Food Stamp Program was authorized by Congress through legislation, and operated by Secretary of Agriculture since 1962. It provides food purchasing assistance to low-income people in U.S. See Supplemental Nutrition Assistance Program (SNAP), USDA FOOD & NUTRITION SERVICE (Nov. 28, 2017), https://www.fns.usda.gov/snap/short-history-snap.
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It is thus easier to see how this progress from collective rights to collective management in the age of information has a more transformative effect as well. This age of metrics, of information, and of algorithms, appears to have inverted the traditional relationship between collective and individual, though not the principle itself (i.e., collective rights individually applied). Where once there was only the state managed within law, now individual performance of collective rights is managed within cages of information. And not just by the state, but through its direct and indirect instrumentalities—enterprises, educational institutions, religion, and societal organizations (especially those fractured along sub-collective lines). Each of us already is reduced to the manifestation of our aggregate actions every time we seek entry into the United States; and sometimes when we seek to vote or get a job. It is only a matter of time before the state, through objectives based management programs—grounded in rights and obligations, of course—embraces fully the pattern of judgment, discipline, and control through data management and interpretation as the foundation for a new sort of governance.\textsuperscript{142} Inevitably, the state—together with the non-state sectors through which state power will be privatized—will begin to move aggressively not merely to “see” individuals as collections of data, but to use that data to make judgements about those individuals and choices, and to seek to both discipline and control.\textsuperscript{143} To that end, the algorithm will become the new statute and the variable in econometrics the new basis of public opinion. We appear to be passing from the age of rights to the age of information-management, and from the age of collective responsibility and constraints to the age of collective management.

The reconstitution of the individual as the convergence point of data has now given new form to the principles inherent in our Declaration of Independence,\textsuperscript{144} and in the process, appears (again) to radically transform the constitution of the state and the language of power. The only real question touches on the relationship of ancient structures of laws and rights—the violations of which revoked Britain’s Mandate of Heaven over its American colonies in 1776—to the new structures of governance and management from which rights will now be derived, preserved, and managed.\textsuperscript{145} And to that end, the United States, like other Western liberal democracies, has already opened the door to more polycentric governance.\textsuperscript{146} It increasingly combines the old traditional structures of law as command, with the more

\begin{flushright}

143. \textit{The Future of the Public Domain: Identifying the Commons in Information Law} 249 (Lucie Guibault & P. Bernt Hugenholtz eds., 2006).


\end{flushright}
flexible managerial approaches of data-based rating and discretion guiding systems. It has begun to emphasize governance grounded on compliance and cooperation, especially with respect to the construction of monitoring and surveillance systems within enterprises subject to legal requirements. And most important of all, it has recognized the fracture of this sort of governance power by locating some of its sources well outside the state apparatus. News media effectively influence ratings of universities even as state agencies serve to review and certify them. Private credit agencies rate the creditworthiness of individuals, enterprises, and government through the application of criteria and the harvesting of data under their control and molded to suit their objectives. And as the next section suggests, private global civil society now rates performance in the area of the corporate social responsibility using its own data gathering systems to which proprietary algorithms are applied.

A. SOCIAL CREDIT SYSTEMS IN THE WEST: A VIEW FROM THE PRIVATE SECTOR.

There is no social credit system in the West analogous to the emerging Chinese model. But that should provide little solace to those who view the institution of new forms of governance as a potential challenge to the orderliness and legitimacy-enhancing structures of a system of laws and administrative regulations constrained by rule of law and overseen by elected officials, bureaucrats, and courts. In its place one finds the unifying structures of markets for data around which societally coherent norms of governance may be constructed.


149. See, e.g., Sheryl Tremblay, Are We Teaching International Media at Small Liberal Arts Colleges?, in DIGITAL TRANSFORMATION IN JOURNALISM AND NEWS MEDIA: MEDIA MANAGEMENT, MEDIA CONVERGENCE AND GLOBALIZATION, at 504 (Mike Friedrichsen & Yahya Kamalipour eds., Media Bus. & Innovation, 2017) (explaining how top liberal arts colleges offered courses focused on issues of international media).
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data-driven governance by individual enterprises, third party management organizations, and the state, have created mini and functionally differentiated structures of data-driven governance that shape the relationship between it and its stakeholders.

In lieu of a uniform system of state centered governance algorithms, one tends to find fracture in implementation, operation, and unity only in the underlying objectives of these new technologies of governance. That unifying objective of coherent systems is grounded in the principles of the “Governance, Risk Management, and Compliance” (GRC) model. This is a model, echoing the 2014 Chinese State Council Guidance, that is defined as "the integrated collection of capabilities that enable an organization to reliably achieve objectives, address uncertainty and act with integrity." What the West has developed are aggregations of related functions in functionally differentiated governance systems. Society, economics, and politics are reordered to suit the needs of efficiency, risk management, and compliance with outside rules (or conformity to outside constraints). These are systems of data-driven management controls. They are manifested as systems for identifying and responding to risks affecting the objectives of specific parties. They serve as systems for identifying and meeting legal and social norm requirements. Lastly, they tend to be applied to and by public and private actors with little coordination.

Data-driven GRC, whether undertaken by the state, enterprises, social organizations, or religion, are manifested by a very precise set of techniques, the way that law is manifested through statute, court cases, regulations, and decisions by designated officials. These include most of the techniques already utilized in Chinese social credit, but by a different set of actors and for a variety of sometimes uncoordinated objectives. Among these are surveillance, reporting (including disclosure for accountability (through law), data collection, markets in data, data repacking and distribution, analytics and relational connections between objectives or principles and behaviors, and reward and punishment systems (inducement, discipline, social behavior management).


156. On the philosophies of data-driven business management, see STEFAN NIEMEIER, ANDREA ZOCCHI & MARCO CATENA, RESHAPING RETAIL: WHY TECHNOLOGY IS TRANSFORMING THE INDUSTRY AND HOW TO WIN IN THE NEW CONSUMER DRIVEN WORLD (2013).

157. On the use of data by third party management organizations selling either consulting services grounded in data-driven analytics, or ratings, see PIYANKA JAIN & PUNEET SHARMA, BEHIND EVERY GOOD DECISION: HOW ANYONE CAN USE BUSINESS ANALYTICS TO TURN DATA INTO PROFITABLE INSIGHT 146 (2014).

158. On data driven state functions, including review and licensing, see THE PEW CHARITABLE TRUSTS, HOW STATES USE DATA TO INFORM DECISIONS: A NATIONAL REVIEW OF THE USE OF ADMINISTRATIVE DATA TO IMPROVE STATE DECISION-MAKING (Feb. 2018).


In the West, social credit takes on a variety of forms, sometimes, but not always, driven by the private sector and supported by the growth of markets in data. Microchipping individuals is one manifestation, whether undertaken by the state (e.g., Sweden) or any private enterprise (e.g., U.S.). Reports from the United States in 2017 noted how “[o]ne U.S. tech firm is offering to install rice-size microchips in its employees’ hands. Once an employee has the chip voluntarily installed, he or she can purchase food in the break room, open doors and log into computers.” In 2018, it was reported that Swedes were eager to be microchipped for the convenience of, among other things, public transport.

The technology itself is not new. In fact, Swedes (and others) have been using microchips this way since at least 2015. . . Even before then, groups of people have been meeting at “implant parties,” . . . often organized by larger companies, to hook themselves up. And the chips are similar to the ones veterinarians implant in dogs and cats so that their owners can find them in case they run away again.

The normative implications are fairly plain, suggesting a long-noted progression of changes in the power relationships of labor and other activity.

However, for Mr. Ben Libberton, a microbiologist working for MAX IV Laboratory, which provides X-rays for research in the southern city of Lund, the danger is real. “At the moment, the data collected and shared by implants is small, but it’s likely that this will increase,” the researcher said. He is worried that “the more data is stored in a single place, as could happen with a chip, the more risk it could be used against us.”

However, the governance implications are equally notable. In lieu of rule based norms constrained by a political system, legitimately constituted, one confronts behavior management (sometimes pari passu, and sometimes around or beneath layers of legality) that is grounded in the constructed relationship between data harvesting (on a constant and real time basis), data analytics (imposing an order on the harvest), algorithms pointed toward
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objectives (from order to consequences), and systems of decisions, rewards or punishments based on the assessment. In a sense, one travels here from rule of law to assessment and accountability based governance. And, indeed, both GRC and human rights due diligence models are increasingly aligning systems of laws-rules, as outer boundaries within which the real business of governance can be undertaken through data-driven analytics.\textsuperscript{169}

The intertwining of the effects of legislation with the forms of accountability through data-driven analytics has become politically important.\textsuperscript{170} Consider in this light an issue that for a time caused controversy in the United States: the inclusion of questions about citizenship in the data gathering for the U.S. census. In one sense, the issue was innocuous enough. It focused on two related issues. The first touched on the meaning of data.\textsuperscript{171} That is, to what extent could the status of citizenship be understood as a data point in systems of information gathering? The second and more important issue was the recognition of this data point within the product of data harvesting for which it was considered—that is, is data about citizenship valuable as a harvestable fact for the purposes of the census. For example:

“It’s no surprise to see census questions shifting with the times,” said Margo J. Anderson, a professor of history at the University of Wisconsin, Milwaukee. “It was a big deal to ask if someone had a radio in 1930. In 1940, not so much,” she said. Citizenship questions were regularly on the census until 1950. In 1960, they were removed from the list. “Lots of questions go off the census when they’re not very important anymore,” Anderson said.\textsuperscript{172}

In another sense, however, these questions touched on issues not merely of politics, but of legislation as well. For example, if the obligation under law was to obtain a census of the population, the data point “citizen” might be irrelevant. In a political climate in which immigration status has political effect, then the inclusion of the ostensibly neutral data harvesting question could have effect not just on population counting but on the continued physical presence of a number of individuals. By April 2018, the issue of the authority of the state to harvest this particular data point was before the federal courts—precisely because federal law was to some extent now data-driven\textsuperscript{173}. “The lawsuit was filed... by a coalition of 17 states, Washington, D.C., and six cities, led by New York, citing a concern that fewer immigrants will respond to the survey and therefore decrease the accuracy of the 2020 census, which determines funding allocation and how political districts are


\textsuperscript{170} DORIS A. GRABER & JOHANNA DUNAWAY, MASS MEDIA AND AMERICAN POLITICS (9th ed. 2014).


The lawsuit raised questions centered on the construction of data harvesting and its political effect: the relationship of information about citizenship to population, the secondary effects of seeking information in the first place, and the obligation to seek information from individuals versus the obtaining of the information through primary data sweeps without individual interaction. As important were the politics embedded in the seemingly innocuous quest for data. The lawsuit, mirroring the sentiment of some political factions in the United States, argued that “[t]hese well-documented risks of adding a person-by-person citizenship demand to the decennial census are heightened in the current political climate because of President Trump’s anti-immigrant rhetoric and this Administration’s pattern of policies and actions that target immigrant communities.”

These functionally differentiated regimes of data-driven governance have also produced somewhat vibrant markets in data which are rapidly maturing. Data harvesting forms, particularly social media and internet service providers, can serve as platforms for the extraction of data in a variety of forms. Everything from the provision of information to obtain services, to the participation in quizzes and games online produces data that can be sorted, categorized and packaged for sale. The emergence of data markets has long produced calls for political response. These political reactions increase in the face of scandal. Before the 2016 election, Cambridge Analytica was an obscure consulting company funded by the family of conservative hedge fund mogul—and Republican political donor—Robert Mercer. But in the weeks after the 2016 election, rumors began to circulate that Cambridge had played a key role in Donald Trump’s victory. Where conventional political advertising uses crude demographic factors like age and ZIP code to target advertising, Cambridge supposedly used a technique called psychographics, which involves building a detailed psychological profile of a user that will allow a campaign to predict exactly what kind of appeal will be most likely to convince any particular voter.

Yet in the private sector, this functional differentiation, fueled by markets in data, has produced a large and complex ecology for data-driven governance. It is well known that enterprises, churches, non-state and state organizations collect information from their members and customers for their own use. News media and third-party organizations use data, sometimes provided voluntarily by the objects of governance, to develop rating systems for institutions in specific economic sectors. Among these, the most well-
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known are ratings for educational institutions, some of which generate their own strong opposition. Yet there are others. Third-party originations have used ratings especially effectively in the context of human rights impacts on business activity (e.g., Strauss, 2018; Oxfam, 2016), or product safety and efficiency. For example, Consumer Reports, a non-profit organization, states that it uses its "rigorous research, consumer insights, journalism, and policy expertise to inform purchase decisions, improve the products and services that businesses deliver, and drive regulatory and fair competitive practices." Credit rating agencies, of course, are the most well-known of these consumers of data that effectively sell the products of their algorithms to consumers of that information as well as to the institutions and individuals assessed, who tend to change their behaviors in light of the positive or negative effects of the application of algorithm to the information extracted from them. These have generated controversy, specifically for their effect on governance through data collection and proprietary analytics. And they have produced a response from the state, though not one that eliminates, but merely regulates the markets and processes through which these data-driven analytics are provided for a fee.

Increasingly, data is also monetized—sold to others for profit. Though there have been those who suggest this practice is not wise for business, the generation and monetization of data is itself a burgeoning business usually disconnected from the relationship between primary data harvester and the data providers. Within these data markets, data brokers serve an important (and apparently lucrative) role.

186. For example, the S.E.C. Office of Credit Ratings “assists the Commission in executing its responsibility for investor protection and for promoting capital formation. . . . [and] maintain[s] fair, orderly, and efficient markets, and facilitate[s] capital formation.” The Office does this through the oversight of credit rating agencies registered with the Commission as “nationally recognized statistical rating organizations or ‘NRSROs.’” See What We Do, SEC, https://www.sec.gov/Article/whatwedo.html (last visited Jul. 9. 2018).
Data brokers are entities that collect information about consumers, and then sell that data (or analytic scores, or classifications made based on that data) to other data brokers, companies, and/or individuals. These data brokers do not have a direct relationship with the people they’re collecting data on, so most people aren’t even aware that the data is even being collected.\textsuperscript{189}

But markets for data are not merely built around data brokers.\textsuperscript{190} The Internet is already littered with websites extolling the virtues of selling oneself, that is of selling one’s own data, to others.\textsuperscript{191} This is not merely a matter of permitting the collection of static facts about the individual. Rather some of these forms of monetization effectively plug the individual into data generating machines (the Matrix\textsuperscript{192} comes to mind but instead of electricity generated by human bodies, the bodies provide opinion). Marketing research, primarily through focus groups, are an excellent example,\textsuperscript{193} aspects of which may be guided by governmental entities.\textsuperscript{194} These then can become self-referencing social credit style communities where members can earn points and rise in rank (with privileges) the more they participate or participate in ways deemed useful.\textsuperscript{195}

Still, contemporary critics see in the rise of markets for data, and of data-driven governance fractured through functionally differentiated governance
regimes in the private sphere, a significant risk for the legitimating structures and practices of law based public political societies.\textsuperscript{196}

It’s tempting to think this government overreach is purely reserved to China, after all they did just forfeit significant freedom by electing Xi Jinping president for life. This is incorrect thinking. The rest of the world is steps away from trailing the Chinese into a surveillance state . . . With incredible data collection, the plumbing is already in place for such a system to take hold. Our tech companies catalogue large quantities of data on everyone. As we saw with Cambridge Analytica in the 2016 election, this data can be used to steer particular viewpoints; it’s not a far cry to imagine information being used to control viewpoints.\textsuperscript{197}

Others have begun to see in these uncoordinated fractured movements toward the exploitation of data through analytics advanced under the guidance of algorithms, the possibility of a Western, markets driven, social credit like governance framework emerging. “These systems are sprawling, often randomly connected, and often beyond logic. But viewed from another angle, they are also the potential constituent parts of comprehensive social credit systems, awaiting the moment at which they will be glued together.”\textsuperscript{198}

The solution, often advanced, is for greater governmental oversight,\textsuperscript{199} as well as algorithmic accountability,\textsuperscript{200} and the management of the process of data searching itself.\textsuperscript{201} Yet, ironically, it is accountability itself that may lend itself quite powerfully to the logic and mechanics of data-driven systems, of learning algorithms, and of the neutrality of facts produced from data harvesting without conflicts of interest.\textsuperscript{202}


\textsuperscript{197} Tyler Grant, The West Could Be Closer to China’s System of ‘Social Credit Scoring’ Than You Think, THE HILL (May 7, 2018), http://thehill.com/opinion/technology/386524-the-west-could-be-closer-to-chinas-system-of-social-credit-scoring-than; see also Anthony Davenport, America Isn’t Far Off from China’s ‘Social Credit Score’, OBSERVER (Feb. 19, 2018, 6:30 AM), http://observer.com/2018/02/america-isnt-far-off-from-chinas-social-credit-score/ (“Data aggregators are able to build a very sophisticated profile of how you spend and sell that profile to advertisers looking to find people just like you. The credit bureaus keep track of how you pay your bills—and manage your available credit—and sell it to companies that assign you a score that lenders then use to determine how reliable you’ll be about paying off a new line of credit.”).


\textsuperscript{199} For example, “Basic principles of due process, fair play, and anti-discrimination must be brought into the digital age or abandoned to history.” See Frank Pasquale, Why Europe Needs a Digital Regulator, THE GUARDIAN (Apr. 27, 2015), https://www.theguardian.com/technology/2015/apr/27/digital-regulator-europe-google-facebook-amazon-apple.


\textsuperscript{202} Scott, supra note 18.
B. **Non-State Rating Systems for CSR Compliance**

It may be useful at this point to illustrate the ways in which Western versions of social credit—of providing ratings grounded in targeted data harvesting, proprietary algorithms, and coordinated incentives and punishments—have become important regulatory elements in the societal field. Rating systems as mechanisms for disciplining behavior have become important instruments of regulatory governance in the non-state sector in the West. They have become especially useful in the context of the management of a framework for enterprise corporate social responsibility (CSR). In this context, non-state actors have begun to develop and implement private systems of rating the CSR performance of large enterprises. The effect is meant to be the same as in other social credit systems—to induce the objects of rating to change their operation and their governance structures to ensure a higher rating. In other systems, that inducement to comportment includes avoidance of criminal charges or access to financial markets.203

The specific context is the offer by EcoVadis’ First Annual CSR Performance Index 2017 of a system for ranking and thus for managing the corporate social responsibility behaviors of enterprises.204 It suggests as well that regulation continues to move from formal law making to the structures of incentives and markets for regulatory devices based on data, algorithms, and reward. It also suggests that, in the contest for the elaboration of the CSR and human rights responsibilities of enterprises (in the West and along global production lines at least), the driving force for elaborating norms and structures will occur beyond the legal-regulatory duty systems of states and appears to be driven by the informal mechanisms of societal responsibility, rather than the more formal and rigid legal structures of state duty.

The CSR Performance Index is related to the CSR framework approach of ISO 26000, an international standard developed to help organizations effectively assess and address their social responsibilities.205 The CSR assessment applies an algorithm to a very specific set of data to produce comparable results which can be placed on a scale of the crafting of the evaluating institution. In this case EcoVadis notes:

A CSR assessment is an evaluation of how well a company has integrated the principles of CSR into their business. An assessment program is a first step into an ongoing monitoring process. The objective of the assessment is to get a clear picture of your Corporate Social Responsibility practices (i.e. environment, social, ethics, supply chain). The assessment results will enable you to understand how your company is positioned, but you can also use the assessment results to communicate your CSR commitment to your stakeholders.206
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205. LEONARD J. BROOKS & PAUL DUNN, BUSINESS & PROFESSIONAL ETHICS 143 (CENGAGE LEARNING, 2011).
206. ECOVADIS, supra note 204.
It is here that the ISO 26000 framework is especially useful. EcoVadis builds its data harvesting framework on four principal categories: environment, social, ethics, and sustainability. It subdivides data categories for environment (operations and product related) and social (human resources and human rights). These categories and subcategories can then be subdivided in a way that permits efficient data gathering.

The evaluative algorithms are then molded around the data to specific ends:

[t]he CSR Assessment should show the main risks and opportunities and give a thorough analysis of the following: How well is the company’s strategy in responding to emerging opportunities and issues? Where is the company strong and weak in regards to CSR? These are important information which can be used as a selling point to stakeholders.

And the ultimate objective, of course, is tied to the product of the algorithm—the production of standards against which compliance can be measured, and the evaluation of mitigation methodologies of managing CSR risk. That management, of course, is tied quite tightly to the data set itself. It is the data universe that defines the universe of risk; it is the algorithm that defines its effect. The product of that combination—the structuring and assessment of risk—produces its own operational implications. The most important of these is the direction that risk measures give toward the focus of compliance and understanding of the character of its reduction. Environment, social, ethics, and sustainability factors are important because these are the things that are measured. The way they are measured (what data is harvested versus what data is ignored) determines the character of the mitigation directed to reduce risk and elevate performance as measured against the CSR Index. Algorithm, then, points to the modalities of operational changes responsive to net positive changes in measurement. To induce an enterprise to become more responsive to CSR issues in the way it orders its operations and the way it considers factors in making decisions, one has to measure those CSR issues in a way that produces incentives toward particular behaviors.

It is precisely that which EcoVadis, along with others in the West, now attempt. This is not a criticism—just a suggestion of what this project manifests. It is a manifestation of the move away from law-regulatory structures, and from the state as the driving force in commanding behavior norms, to a system in which the state is an actor. However, the driving force may well be the private sector itself, and the method may be the provision of credit and assessment systems that may be used to assess behavior and
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207. On the utility of ISO 26000 in other contexts, for example: “ISO 27002 is a structured and internationally recognized methodology that should help an enterprise to develop better management of information security on a continuing basis.” ROBERT R. MOELLER, EXECUTIVE’S GUIDE TO IT GOVERNANCE: IMPROVING SYSTEMS PROCESSES WITH SERVICE MANAGEMENT, COBIT, AND ITIL (2013).
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change it. In place of the state and law, behavior (including CSR-based corporate governance) is also now driven by the creation of markets for assessment. But the market does not produce the norms underlying the choice of data and algorithm. Rather, private enterprises (and some states) build these data and algorithmic approaches by drawing on national and international normative standards. EcoVadis drew in part on ISO 26000. One can as well draw on the International Bill of Human Rights, as embedded in the corporate responsibility pillar of the U.N. Guiding Principles for Business and Human Rights (2011). The point is that the societal regulation that arises builds on an effective coordination between private actors as facilitators and system builders with states and international organizations as generators of legitimate expressions of norms. The difference between these efforts and those of China is that China would interpose a set of state-private cooperative arrangements overseen by the state and crafted to advance state policy. These arrangements might be viewed as essential to the objective to institutionalize a large number of social credit systems. It can perhaps be better understood as substituting public regulatory governance systems in lieu of the approach of the West, which relies heavily on the private actor, the private standard, and the market for determining the value and legitimacy of ranking based assessments, including the power of such assessment systems to influence behavior in response to its market power.

C. FROM INFORMATICS TO SOCIETAL LEADERSHIP—THE ROLE OF DATA IN GOVERNANCE AND THE MANAGEMENT OF POPULATIONS

The discussion above suggested the contours of the emerging issues attached to the apparently unstoppable movement from government to governance and from law to algorithm. That discussion also suggests the inability of current analytical frameworks to effectively engage with this movement in ways that preserve societal meta values in the face of changing tastes for the methodologies of collective behavior management. It also suggested the difficulties of theorizing these movements in the West where fractures of power, of norms, and of the sources of governance power has made it difficult to target the manifestations of data-driven governance. Still, it may be possible to begin to outline the structures of “social credit” governance and its challenges.

A social credit system, its ratings, and judgements (reward/punishment structures) are grounded in targeted data harvesting, proprietary algorithms, and coordinated incentives and punishments. There may be some glory in worrying about the algorithms that produce the ratings. Yet


algorithms are merely a function of the choices of data to harvest.\textsuperscript{212} And robust harvestable data is likely the most time consuming and expensive part of any data-driven system. In that regard, it is worth considering the way that the data harvesting element of building social credit systems are being socialized within advanced Western liberal democracies. To that end, the effectiveness of modern television programming, especially a new series from CBS, “Wisdom of the Crowd,” offers some useful insights.\textsuperscript{213}

In China, social credit is a term for a system of governance grounded in the construction of ratings for virtually any activity,\textsuperscript{214} ratings that then become an instrument of governance, providing triggers for benefits, incentives, rewards and punishments. Where the ratings are made transparent, it also permits devolution of governance effects from the state to the masses—the ratings of universities or restaurants provide a good example of the use of markets and mass choices grounded in the effects of ratings. Social credit is practiced all over the world.\textsuperscript{215} Outside of China, the drivers of social credit tend to be private enterprises—for everything from rating credit to the rating of the CSR effectiveness of enterprises.\textsuperscript{216}

But ratings are only part of the story. A social credit system, and its ratings, are grounded in targeted data harvesting, proprietary algorithms, and coordinated incentives and punishments. Any system grounded in management of behavior requires data. That data requirement is actually of three sorts.

The first is to identify the data that is useful for harvesting and conversely to identify data that may be ignored. Those choices are ideological and political—far more so than the production of the algorithms through which data is processed into useful governance objects. It requires consensus on the identity of “facts” and its distinction from conclusion and opinion.\textsuperscript{217} That is easier said than done. Consider a system that requires data identifying weeds—the concept of weed is both arbitrary and a function of ideologies of domestic landscaping that varies from place to place. Other “facts” become more difficult—“race,” “ethnicity,” and “religion” for example.\textsuperscript{218}

\textsuperscript{212} There is a rich literature on the character and aspects of the algorithm. \textit{See, e.g.}, \textsc{Software Studies: A Lexicon} 18 (Matthew Fuller et al. eds., 2008).


\textsuperscript{214} \textsc{Guowuyuan Guanyu Jiaqiang Zhengwu Chengxin Jianshe de Zhidao Yijian} (国务院关于加强政务诚信建设的指导意见) [Guiding Opinion concerning Improving the Development of Sincerity in Governmental Affairs] (promulgated by the State Council, Dec. 30, 2016), http://www.gov.cn/zhengce/content/2016-12/30/content_5154820.htm (last visited Jul. 9, 2018).

\textsuperscript{215} \textsc{Alexander Kliment}, \textsc{The Darkening Web: The War for Cyberspace} (2017).

\textsuperscript{216} Dameri, et al., supra note 142.


The second is to collect data in ways that do not compromise their utility (double counting, fictitious, or fabricated facts). This is also more difficult than it might appear. When the United States produced a government social credit system for public schools grounded in ratings based on standardized test taking, it was not long before it became necessary to devote resources to policing against fraud as school districts, whose prestige and income would depend on their performance rating, sought to “manage facts” in their favor.

The third is to collect data. Data does not flow like a river from its source to its end, to be drawn on by those who approach its banks to the melodies of Ma Vlast. Data must be extracted from its sources. Its production may be compelled—usually by the state through disclosure regimes. It may be bought, usually by private actors, and by buying the price can be anything from access to information (reports and the like in exchange for a name and e-mail) to the actual purchase of informality for money. Or like deer in the forest, it may be hunted, or like truffles in that same forest, collected. One might hire truffle pigs or other intermediaries, but data harvesting is an active endeavor in every case.

But what if one could induce the masses to voluntarily provide data? Restaurant reviews provide a good example. It is in people’s interest to share experiences about dining in particular places (producing data) as long as they might be able to access the ratings that result from the aggregation of that data contribution (after processed through an algorithm into a rating and made available as raw data). The same theory drives the data collection of data consolidators like TripAdvisor. These sites provide benefits to both data provider and data harvester. The data harvester can sell a service enriched by the ratings that can be posted which are themselves the product of its customer’s willingness to provide data about the products that the data harvester sells.

These closed loop systems of private social credit work well enough. But is it possible to socialize the masses, or even mass democracy as a collective, to embrace this pattern of data disclosure beyond these immediately self-servng, closed-loop systems? Would it be possible for the state to develop systems for the enforcement of laws (criminal and regulatory) that depend on intelligence by inducing the masses to serve as positive contributors of data necessary for enforcement or regulation? The answer, in Western liberal democracies, may depend on the ability of the great culture management
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machinery of Western society—it’s television, movies and other related media—to develop a narrative in which such activity is naturalized within Western culture.\footnote{225}

One might get the sense of this possibility, of the socialization of norms that naturalize a societal obligation to actively and affirmatively provide data (to the state or to a private enterprise exercising state or market functions) by considering the premise of a new television show that is set to debut on the CBS television network. That show, “Wisdom of the Crowd,” is based on a premise that is irresistible but also challenging for contemporary (or traditional) social ordering.

Written by [Ted] Humphrey, Wisdom of the Crowd is based on the Israeli format of the same name. Inspired by the notion that a million minds are better than one, it centers on a tech innovator who creates a cutting-edge crowd-sourcing hub to solve his own daughter’s murder, as well as revolutionizing crime solving in San Francisco.\footnote{226}

Humphrey executive produces with Keshet’s Avi Nir, Alon Shtruzman, Peter Traugott and Rachel Kaplan, Dror Mishani and Shira Hadad. CBS Television Studios, where Humphrey is under an overall deal,\footnote{227} produces through his Algorithm Entertainment banner in association with Universal Television, where Keshet Studios has a deal.\footnote{228}

There is a certain self-consciousness about the way that the television series may contribute to societal narratives and the normalization of behavior.

“Honestly, the idea scared the hell out of me,” said EP/showrunner Ted Humphrey who worked with Keshet in adapting the Israeli series for a network audience. “In the last year we’ve all encountered the ying and yang of the internet in the way it can be used as a vehicle for human collaboration.” Humphrey said crowdsourcing is beginning to rear its head among police forces across the country, and the show, in addition to its human drama will deal with the online means of how it can be flawed and helpful in solving crimes.\footnote{229}

The story is pitched as a self-help narrative (“‘The courts can only do so much. The rest is up to us.’ CBS has just released the first preview for the upcoming TV series *Wisdom of the Crowd.*”)\footnote{230} And yet the more interesting
narrative is the legitimacy of creating a platform through which data may be harvested through voluntary disclosure because it may be the right thing to do. That right thing to do may involve the advancing of justice (this is a crime solving drama to be sure). But it can be expanded to almost anything (e.g., find and catch lawbreakers of any kind, expose corporate misconduct, expose the administrative misconduct of officials, catch your neighbor’s dog defecating in your yard, etc.).

The premise is not a leap into unknown territory. Western mass culture has been herded toward the acceptance of the value of this responsibility for some time. That herding comes from two quite distinct directions. In the first, there is entertainment and pleasure in real time participation in reality and talent shows and contests. These include the call-in features of shows like The Voice with a call in or online voting feature for contestants. Mass society has been trained to share their views—that is to provide data—as an aspect of participatory mass entertainment. In the second, there is participation in the exaction of justice against criminals—a premise already quite close to that of “Wisdom of the Crowd.” Shows like “America’s Most Wanted” illustrate this approach.

In this series, John Walsh, the father of a murdered child hosts this show that illustrates crime stories which have led to the capture of hundreds of fugitives from the law. With as much luridness and accuracy as possible, various crimes are dramatically recreated with an appeal for any viewer with information as to the crime and the perpetrators to call the show and the authorities and help the cause of justice.

The difference is that “Wisdom of the Crowd” introduces algorithm to data collection to make the probability of meeting objectives more likely (it is indeed interesting that Mr. Humphrey’s company is named Algorithm Entertainment). It is a story of the value of regulatory governance as a partnership between the state and its polity. It suggests the importance of state private cooperation in the construction of real time governance systems that draw on law but are grounded in management and administration to secure behavior norms—reward the good, punish the bad, and enhance social order to the benefit of all. But in Western fashion, it will also expose some of the difficulties and challenges. But those difficulties and challenges will likely touch on administrative discretion and on the algorithm to be effective. It will be interesting to see the extent to which it celebrates a change of societal norms that encourages ordinary individuals to part with information as a social duty. And that, more than anything else, will provide a strong grounding for any social credit, rating, or regulatory management.
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system grounded in targeted data harvesting, proprietary algorithms, and coordinated incentives and punishments.

Taken together, one can begin to sketch the parameters of the normative discussion around data-driven governance by algorithm. Those parameters are to some extent substantially different from that which has grown up around systems of law over the last several centuries. And that is disconcerting. Yet, if the meta objectives remain the same—fairness, legitimacy, shared values, predictability, uniform application, protection against arbitrary action, and the like—then it is possible to reframe the discussion in ways that touch on the conceptual heart of algorithmic governance. These can be divided into five basic challenges, each of which are deeply embedded within the construction of both Chinese social credit and the more fractured versions of the West, and each of which begs further deep engagement within national contexts.

The first includes system construction challenges. China seeks to develop a singular and coherent approach to data-driven analytics and the algorithms that can be used to manage society in all of its aspects. This effort to substitute deep systems of analytics overseen by political officials and technical administrators for the conventional deep systems of law and regulation overseen by bureaucrats and judges is unique. Should it succeed, it will revolutionize governance theory and potentially serve as a framework for the organization of developing states.235 In the West, the path to the development of data-driven algorithmic governance is as fractured as the political systems in the West in the shadow of globalization.236 The absence of singularity in construction implies an absence of singular standards in equal measure. There is little movement at the moment for the development of consensus positions on the scope and operation—much less the meta-principles, the rule of law type foundations—for such governance systems across functionally differentiated jurisdictions.237 As important are the issues of data harvesting and integrity within such fractured systems.238

These suggest a number of subsidiary challenges which were sketched above and now summarized. Among them, the absence of any effective coordination of management of markets for data and data-based management systems is quite prominent, and one that suggests a parade of horribles in which the autonomous individual is always the victim.239 Little protection exists for data sources and individuals whose information is harvested. There remains the issue of data integrity and protection. Pulling in opposite directions are the idea of of data-driven accountability flowing from the free
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access to information and the need (political) to preserve the privacy, informational autonomy, and integrity of individuals. In that context, much regulation is fractured along market segment lines (e.g., credit reporting, social media, etc.). Perhaps it ought to embed the societal as well, in the way that societal regulation has been embedded in standards of business and human rights. And of course, issues of integration with political and systems standards outside of the U.S. (e.g., EU and China), or coordination with national law in systems in which data-based governance has been privatized (privacy, disclosure, business rules, etc.) remains a central challenge.

The second includes challenges concerning political values. Political values are deeply intertwined with data and data-driven systems. Politics—and its ideological drivers—serve as the foundations for assessing decisions about the entire process of data, its analytics, and the algorithms derived from them. Yet, where data itself is generated through markets, and in the absence of societal consensus about the differentiation of data from judgment or on the metrics for assessing data generation and the parameters of analytics, the traditional contentions inherent in the formation of policy choices and the legal structures that support them will be transferred to the development of data, its analytics, and the algorithms that are meant to reflect judgment. This is the inverse of the problem of data-driven politics that has been much in the news. And it is hardly a dehumanized system of surveillance economics, though there is merit in considering this characteristic at the margins. It is the problem of economics-driven politics, and politics-driven data. There is little by way of passivity here. What some have taken for passivity in the face of the algorithm may instead be better understood, as suggested above, as the reconstitution of humanity from individuals with souls moving toward collective characteristics, to the reconstitution of individuals as the aggregation of data-driven traits that matter. But these are not inserted into passive humans but embraced by those who see in the “bargain” an advantage that suits their interests (individual or collective). And therein lies the heart of the political issue—bound up in the legitimacy of such bargains and their consequences. Yet the West has had much practice in this area. In some ways, it mirrors the more ancient issues of reconstitutions of individuals on the basis of status—status based on rank, class, race, religion, and the like.

The third includes a cluster of managerial challenges. One understands, however much one may object to the cultures and practices of the

---


administrative bureaucracies of modern regulatory states, even within their national contexts. These include a need for coherence across a vast private and governmental sphere within both public and private spheres. Beyond that, there is even more need for coordination between public and private spheres of data-driven governance. Yet the study of the cultures of regulation across platforms, and within data analytics, remains a mystery in which even the identities of the regulators may be shrouded in mystery. Within regulatory structures of data-driven analytics—whether a unified public Chinese model or the fractured and privatized Western model—the identity of the new regulator, the analyst, and the creator of analytics and algorithms, replaces the administrator, the hearing officer, and the policy analyst. Mediating the roles of the bureaucrat, the policy maker, the politician, and the judge will require a substantial resorting, and likely a new vocabulary. And it may require balancing dual regulatory systems, one grounded in government, and the other in economy. Within this new managerial universe, things like abuse of discretion may well be transformed into principles of market abuse and algorithmic integrity. And in this new framework, the extent of governmental oversight is unclear.

The fourth includes technical challenges. These are fundamental issues that touch on the integrity of the system in its operative capacity. Critical areas include data harvesting, retention, and protection. It is in this context that big-data analytics and artificial intelligence become important elements. Both are meant to be means to an end. If regulation has been transformed from technique to regulatory substitute, then artificial intelligence and big data analytics become the techniques necessary to realize the governance objectives of analytics and the judgments inherent in algorithms. There are two issues here worth considering. The first addresses capacity. The second touches on ideology and politics. The Chinese and private Western enterprises (along with public security apparatuses) are most interested in
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The traditional apparatuses of government—legislatures, bureaucracies, and the elites who mediate between them and the masses—tend to be more focused on ideology, usually in the form of resistance, control, or domestication.  

The last set of challenges include a number of ideological challenges for algorithm construction and deployment. These are generally manifested, as in law, in the challenges of interpretation. Every choice of data to harvest and that to ignore, every decision driving the character and scope of analytics, and the very construction of the algorithm (and the system of rewards and punishments based on algorithmic judgement) evidence underlying choices driven by ideology. And ideology is driven by culture, politics, and economics. And yet, the ideology of data and its analytics remain unexplored territory, or efforts in that direction might be understood to violate cultural and ideological taboos. The analytics of race and IQ provides a good example.

Adding meaning to data may be difficult without confronting society’s moral flames, however. Politics tends to refine and contain those fires in politically useful ways. It is not clear how data-driven, analytics-based governance will construct similarly effective constraints—or if it is constituted to engage in such building. Beyond that, the underlying ideologies that drive data-driven governance can create paradoxes. One has been suggested already—the drive toward transparency and data harvesting is at the heart of the idea of accountability, against the ideology of human autonomy. Both, ironically, sit at the core of the great ideological project of human rights. One speaks today of the bias of algorithms as though it is the algorithm that has a consciousness. In machine learning, the teacher is
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responsible for “feature selection” — deciding which pieces of the data the machine is allowed to use to make its decisions.

One speaks as well of the algorithm as incantation. The cultural construction of algorithms is at a very early stage of research and requires more. Its invocation serves as an invitation to passivity, even as it appears in the role of a vampire acquiring life by sucking out the informational lifeblood of the individuals on which it feeds, and by feeding, converting them into its own followers. All of this, of course, raises the fundamental question that law systems themselves have never adequately answered. In a system in which decision-making and decision makers are privileged, how can society constitute a mechanism to monitor the monitors—or in this case, create data-driven analytics to discipline the construction of systems of data-driven analytics and the governance they may oversee? And yet the fundamental ideology that emerges, despite the hand wringing, is one that has been aggressively embraced by all sectors of conventional political society—an ideology of accountability built on measurement, assessment, and reward. That ideology—grounded in the language of economic efficiency and wealth production, human rights and personal autonomy, politics and systemic integrity—will shape the structures of governance of enterprises, of states, and inevitably, of law.

The development of data-driven governance has provoked substantial angst and uncertainty everywhere. There is good reason for this angst, but perhaps not for the usual reasons conventionally advanced. Data-driven governance systems (including the quite ambitious project of Chinese social credit) grounded in accountability and managed through the self-reflexive operations of an analytics that incorporates social, economic, political or religious objectives through algorithm represent a new form of governance, with its own language, its own structures, and its own ecologies. It exists still within traditional systems of law and regulation and was originally understood as a technique for the implementation of the policies and objectives of those systems. Those traditional systems have developed their own language, modalities, ideologies, and structures within which the integrity of the system can be maintained. Yet in this “new era” of governance, data-driven governance already exhibits signs of producing its own language, structures, and modalities for enhancing and protecting system integrity. This system integrity exists within ideological parameters of which the traditional language and forms of constitutional political government operated through, parameters with complex bureaucracies intertwined with judiciaries and popular representative organs that may no longer be particularly relevant.

This “new era” of governance thus may not necessarily call for yet more efforts to “tame” data-driven governance within the cage of traditional government and its structures and methods of operation. Instead, it may require the development of new sensibilities, new interpretive language, and the recognition of new classes of system operators whose injection into the process of governance may profoundly affect the way societies understand and engage with governance organs. This trend may be understood (and

encouraged) within those organizations at the vanguard of these changes (within vanguard enterprises in the West (and public security apparatuses) and embedded within certain organs of the collective organization in China). Yet, among those deeply embedded within conventional governance-power systems, it has produced resistance or efforts at domestication, which pepper scholarly journals and the regulatory efforts of state and international organs.\textsuperscript{259}

Yet, rather than, or in addition to, resistance and domestication, it may now be time to turn to the business of building principles of Demokratie, Sozialstaat, Bundesstaat und Rechtsstaat (e.g., incorporated into the German Basic Law and post second generation constitutions)\textsuperscript{260} into and through the language of data and data analytics to ensure that algorithmic governance, like the law-regulatory systems that preceded it, will operate under appropriate ideological constraint. And if the politician, the lawyer, and the bureaucrat will not engage in these projects, then it is likely that the engineer, the econometrician, and manager may.\textsuperscript{261} Power relations will not be the same thereafter.

IV. CONCLUSION

Surveillance—understood as an aggregation of techniques, values, judgments and relationships derived from the operation of complex systems of data harvesting, analytics and reward/punishment behavior management algorithms—has become an essential element of the operation of the modern state,\textsuperscript{262} and also of the modern enterprise and other collective institutions.\textsuperscript{263} What was once understood as surveillance and monitoring transforms into a sophisticated method of governance when it becomes part of systems of data-driven, algorithmically-structured operations of compliance with substantial incentive, reward, and disciplinary elements. It is no longer just a “means” of government, but has become government itself.

Understood as a system for the delivery of governance objectives, social credit (in China), ratings initiatives, and discretion guidance systems (in the West) have leaped the borders of the private and soft law (culture, mores,存}
morals) within which it had been confined. Law no longer serves its traditional function either as an organic repository of the regulation of a political community or as the positive expression of the will of the political community as legitimately enacted through its representatives in government. Rather, the technologies through which law was to be enhanced have instead become the means for itself expressing law. “Technical things bear responsibilities, express commitments, and assume roles as agents in the realms of human relationships.” But just as governmental power has fractured in the West, so has the availability of surveillance as a means of government. In the West, social credit and rating systems are used everywhere and by all institutions. It is culturally accepted as long as it conforms to cultural expectations about “intrusion.”

In the contemporary world, compliance systems and policing are quickly replacing law and the traditional methods of enforcement (either organic or positive law) as the framework through which collectives (the state, the corporation, and religion, to name the most well-known actors) govern. It shifts the function of law from methods of command and obedience to systems of compliance and incentive. Most of the elements of social credit have already been developed in the West. But the unification of the various elements, and their seamless operation, would be a great innovation. As a system still very much in development, social credit and ratings systems will encounter a number of technical challenges.

This essay considered technical challenges in the form of system construction and data harvesting issues. The essay examined management challenges that touched on coherence across a vast governmental sphere, the integration with private social credit offshoots, and the challenge of solving the issue of administrative abuse. The essay then considered the challenge of integrating political norms into social systems. These centered on integration with political and systems standards outside of China, and the application of social credit metrics to Chinese enterprises operating abroad. The specific problem surrounding data were also explored. Especially relevant were the challenges of data harvesting, retention, and integrity on the robust operation of social credit and ratings systems. Lastly, the essay considered interpretation challenges. It suggested the complexities of the task of adding meaning to data and algorithms may be difficult. Lastly, the essay reminded the reader of the importance of meta social system construction. To preserve the integrity and sincerity of social system ratings and operation, to avoid systemic corruption, and to ensure appropriate fidelity to core political values and policies, it will be necessary to consider a social credit system of social credit systems. With the appropriate oversight, the development of social credit and ratings will open a new and still largely unexplored area for the development of governance, the rule of law, and the development of the

productive forces of society. Much remains to be done, even as states and enterprises, much less individuals, work quickly to construct a reality which will, inevitably, produce its own ideology, structures, and mechanics. In this new world, the old forms of law, state and order, may well be accorded a place, but one that will necessarily give way to systems grounded in the ideology of measurement, assessment, and reward.